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Abstract—The identification of a face in pictures is the focus
of the area of computer vision known as face recognition.
Face detection and recognition have become popular in recent
years due to many applications and hardware development.
There are a wide range of applications including: biometrics,
content based image retrieval systems, video processing and
entertainment. In this work we present an application of a
facial recognition method for practical use in safety applica-
tions but it can be easily applied to provide users recognition in
entertainment projects. It was result of a collaboration between
the Department of Public Safety of Rio Grande do Sul (SSP-
RS) and the Virtual Humans Lab from PUCRS University.
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I. INTRODUCTION

Nowadays, computing and visual detection technologies
reached a situation in which economical, reliable, and accu-
rate solutions are viable. Embedded applications integrated
with cameras in smartphones and other portable devices
allow to use face detection and recognition systems. One
of the main applications of facial recognition system are
bio-metric devices and many studies are under way.

Humans are able to recognize hundreds of faces learning
throughout their entire life and identify and recognize easily
familiar faces even after years. This skill is very important
in humans to provide social, familiar and affecting events.
Building a system similar to the human perception system
is still an active research area [1].

Many of used approaches in face recognition consists
of defining landmarks in the faces and comparing these
measurements, as proposed by Wiscott et al. [2]. Recently,
new data driven techniques lead to the emergence of neural
networks as the main method for recognizing faces. Deep
learning [3] are artificial neural networks architectures that
learn high-level abstractions in the data, using several learn-
ing layers.

A robust and effective facial recognition method can
immensely help a police department to identify and arrest
fugitives using surveillance cameras in the city. The high
level of criminality in Brazil is a major a concern for the
Country, therefore the use of face recognition algorithms
can be of great assistance. That is why the Department
of Public Safety of Rio Grande do Sul (SSP-RS) contact

the Virtual Humans Lab with the purpose of developing an
application to recognize faces of people of interest in the
cameras scattered through the city of Porto Alegre, Brazil.
We are using the method proposed by [4] in order to develop
an application that can be used with the safety purpose.

This paper is organized as follows: in Section II we
present briefly some work in the area, while Section III
describes our prototype and how it has been built. Section IV
discusses some preliminary obtained results and Section V
points out some final considerations and future ideas for
development.

II. RELATED WORK

There are many methods used in facial recognition,
each one with different gains, characteristics and chal-
lenges. In Zafeiriou [5], authors propose to classify al-
gorithms for face recognition into two major categories: i)
rigid-templates techniques that include: variations of boost-
ing represented by well-known ViolaJones face detection
method [6] and algorithms based on Convolutional Neural
Networks (CNNs) [7]; and ii) techniques that learn and apply
a Deformable Parts-based Model (DPM) [8], [9].

Although there are many papers published in the area of
facial recognition in photos and videos, we have selected
one technology proposed by Geitgey [4] to be used in our
prototype. He described a method to detect and compare
faces based on the Machine Learning Toolkit DLIB [10].
The first part of the algorithm aims to detect the face in the
still image. For that purpose, the HOG method [11] is used
as it is effective and fast for this application.

After that, the face must be warped so that the main facial
landmarks are located in close positions in all of the face
photos. Geitgey [4] proposes the usage of 128 markers in the
face. As mentioned by the author the specifics measurements
chosen by humans do not have a good result as the machine
do not understand human landmarks. The solution that was
found was to train a deep convolutional neural network using
a triplets training. This training method works by providing
to the network 3 photos, two of the same individual and one
of a different person. The network then learns to generate
128 measurements for each face that are roughly the same
in all photos of the same person.



After the faces encoding is done with 128 features,
the only thing left to do is to compare the encodings as
the distance between the measurements mirror directly the
similarity of the faces. In this case, we used a simple linear
Support Vector Machine (SVM) classifier, as proposed by
Geitgey [4]. Other algorithms can be used and this is part
of the ongoing work we are currently developing.

Figure 1. Example of the triplets training with 2 images of person A and 1
image of person B so that the network learns to create a similar embedding
for images of the same person, as shown in [4].

III. METHODOLOGY

The arrangement with SSP (Department of Public Safety
of Rio Grande do Sul) consists of exchanging data from
public cameras for the development of methods and POCs
for facial recognition in photos and videos.

A. Developed Prof-of-Concepts

The goal of the application is to help in the development
of an application that would allow policeman to take a
frontal photo of someone and compare with a database in
order to confirm his/her identity. The model used was the one
proposed by Geitgey as previously explained in Section II.
We developed two proof-of-concepts (POCs) as following
described.

Firstly a Verification POC was developed in order to
provide a 1 to 1 comparison. It consists of generating the
encoding of two arbitrary photos and returning the distance
between them using SVM. Based on computed difference,
we can answer if the person is the same or not, using
predefined threshold values. It could be useful if a certain
person presents an identification but the policeman wants
to verify its reliability. In this case, having the person’s
document we search in the database for a picture of the
individual and test the developed POC with the photo taken
by the policeman to see if it is the same person or not. For
this POC we used the threshold value of 0.5 as it showed
100% of correctness in our tests (as showed in Section IV.

The second POC aims to provide a comparison between
1 and N samples. In this case, we have a dataset containing

images and the method generated the encoding for all of
them. Then, our POC provides the encoding and comparison
of one arbitrary photo (taken by the policeman, for instance)
with all N pictures in the dataset, returning the M best
matches, where M is a number defined by the user. In this
case, the policeman has an application where he/she can look
the M candidates (we have used M = 3 in our prototype).
We also define a threshold value where distances > 0.6 are
not presented, meaning that there is not the searched person
in the dataset.

Indeed, generating encodings of many pictures can be a
slow task. In our tests it takes 35.17 seconds to encode
262 photos (resolution 300 x 400 pixels) in a machine
with a Intel Core i7-8700. Images with higher resolution
4200 x 3100 takes 5.43 seconds per picture. However, once
encoding is done for a certain image, there is no need of
repeating the process unless for new images included in the
database. In addition, the time to compare data is not high.
Our POC takes approximately 3 seconds to compare 1 x N
pictures, where N=254.

B. Applications

Our POCs were included in an application developed by
PROCERGS (www.procergs.com.br) in a client-server ar-
chitecture. Pictures are taken by users and sent to the server
which proceeds with the picture encoding, the classification
algorithm and returns the computed measured distance. In
the case of Verification (1 to 1 comparison), a document
information is also sent, in order to find a second picture
from the individual identity. In the second POC, the goal
is to classify the similarity between the taken picture and
the dataset (1 to N comparison). We do not have yet results
with real dataset (from the Government) so we do not know
the computation time of this part of the application.

IV. RESULTS

This paper presents two developed proof-of-concepts ap-
plied to the problems of Face verification and recogni-
tion. We used the technology proposed by Geitgey [4].
As mentioned before, we integrated our algorithm with the
application developed by PROCERGS. Therefore, tests with
large dataset of population of Rio Grande do Sul have not
yet been done. So, in this paper we included a preliminary
test where we tested the two POCs with some people from
our lab and some data data received from SSP.

Firstly, we have a dataset containing 238 photos of 238
different people, as received from SSP. We included 3
pictures from 8 researches from VHLab, resulting in more
24 images in the dataset. All images have been encoded to
be prepared for POCs execution. Then we proceed to test
the algorithm looking for the 3 best matches in the database
to a set of 4th pictures of each one in the lab (total of 8
pictures to test).



The method returned exactly the 3 photos of each one of
the 8 researchers as the best matches, from the dataset with a
total of 262 images. Figure 2 illustrates the obtained results
with 8 researchers from our lab and in all cases the extracted
data was correct. This result was accordingly with obtained
when tested in Labeled Faces in the Wild benchmark [12]
(99.38%) performed by Geitgey [4]. This result is on par
with other state-of-the-art recognition software that achieved
over 95% accuracy on he LFW dataset [13] [14].

In addition, considering the 1x1 comparison, we observed
that acceptable matches are included in the threshold interval
of (0.3, 0.5). Anyway for the POCs, the result presented to
the user is the best match image (and not a text result).
So the user can visually inspect the best match image and
decide if it is the found person or not. The usability takes
into account the hypothesis that the method finds the most
similar person, and quantitatively the distance can indicate
if it is the same person or not.

Table I presents some quantitative data obtained in our
analyses. In the first column there are the IDs of tested
people. In second, third and fourth columns we present the
distances from the image used as query and the 3 best
matches. In addition, in remaining columns we present the
fourth and the last match distances. In all 8 tested cases, the
fourth match represents a picture of a different person once
we included 3 pictures of each researcher in the dataset 1.

Table I

Table showing the distance measured between the encoded features of
each tested picture. The first 3 matches (which are photos of the same
person), the fourth match (the first photo of a different person) and the

photo with the largest measured distance.
Person First Match Second Match Third Match Fourth Match Last Match

1 0.39 0.401 0.442 0.591 0.99
2 0.345 0.515 0.525 0.604 0.919
3 0.345 0.413 0.47 0.514 0.947
4 0.313 0.351 0.436 0.576 0.934
5 0.434 0.453 0.543 0.593 0.932
6 0.482 0.551 0.575 0.6 0.997
7 0.447 0.448 0.497 0.574 0.985
8 0.308 0.427 0.485 0.557 0.895

Although the distances present varied values, we can see
that the smaller differences always correspond to the pictures
from the same person. As said before, we included 3 pictures
in order to show a large variety of data.

V. CONCLUSION

In this paper, we presented a face recognition application
to help users to identify people of their interest. The scope
is frontal (or almost frontal) poses. The application is
motivated by a partnership between our University and the
Police Department in our State. The model uses a tech-
nology proposed by Geitgey [4] and involves a pre-trained
neural network to find features information in faces. We

1We are not allowed to show the images included in the SSP dataset, so
we just included the images from researchers in our lab.

Figure 2. Example of photos used to test the method (before the arrow)
and the obtained results (3 best pictures).

are currently testing the technology with more than 100.000
pictures and we want to improve the classification method
in order to optimize the process of images comparison.

Currently we are working on two aspects: firstly, we want
to recognize a person in a video sequence taken in a urban



context. The approach chosen is to train a neural network
to identify a specific person face in videos. The network
used is the YOLO (You Only Look Once), proposed by
Redmon and Farhadi [15]. The second aspect is to use
the facial recognition framework to serve as interface to
entertainment applications. Our idea is to recognize the user
and in a future we want to detect facial emotion expression in
order to change the game/application narrative. This could
be implemented with the Microsoft Kinect sensors which
have already been used for successful recognition of hand
gestures for example [16].
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