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Abstract—Despite the recent advances in virtual reality
devices and the increasing availability of the equipment on the
market, there are still challenges to bring these technologies
to all kinds of public, mainly due to the absence of a
standard graphics interface in the virtual reality environment
development. Thus, this paper aims to propose the use of
interaction in virtual reality integrating convolutional neural
networks, attempting to improve the experience by offering an
easily understandable and useful environment.
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I. INTRODUCTION

The virtual reality has been originated in the decade of
1950, with the experience of the multisensorial immersive
machine named Sensorama. Created by Morton Heilig, the
machine was an attempt to integrate all the body senses
in an efficient way in a pre-recorded motorcycle ride in
Manhattan, providing to the user an engagement of the body
senses: hearing, vision, smell. Although the area has had
its first experiments in the 1950s, was carried out in the
1990s, with high-quality technologies and performance in
the refinement of interaction the most equivalent possible to
the sensory senses of the human body.

Due to the advances in technology and the decreasing
costs of production, the access to an immersive virtual reality
environment has grown resulting in the creation of several
products, for example, the use of smartphones as displays,
making possible the creation and the distribution of HMDs
(Head Mounted-Displays) for domestic use of virtual reality.

For the operation of the system, three concepts are re-
quired: immersion, interaction, and involvement [1]. The
importance of those concepts is given in order to achieve
stimulate the greater quantities of senses, aiming to have a
greater realism. In spite of all these conceptions, a pattern
has not been found to be able to follow and mirror itself by
providing the best immersion in a virtual environment. As
a way of providing a solution, the VR area relies on other
areas, especially in the use of Machine Learning.

The artificial intelligence field has many branches, includ-
ing machine learning, which has in the latest years increased

its accuracy in specific projects, thanks to the use of neural
networks. The classification and object detection in images
has become fundamental in the field of computer vision [2].
Among current techniques for image recognition is the use
of convolutional neural networks (CNN), which has become
the state of art by performing classifications with few layers
and a much lower cost than simple networks.

In this context, the main contribution of this paper is to
propose the use of CNN combined with VR to improve the
interactions of the users with the virtual interfaces making
it easier and more fun to access or invoke elements in
applications through the drawing.

This work is organized as follows: Section 2 points out
the main works related to this article, Section 3 describes
the proposed system, Section 4 presents the experiments
and results obtained, and finally, section 5 presents the
conclusions and possibilities of future works.

II. RELATED WORKS

There are several methods of image recognition for 3D
objects creation, one of those uses a CAD(Computer-Aided
Design) file which is scanned to generate a 3D model.
According to [3] recognition processes are not fully vectored
and can display errors in image recognition.

The introduction of a new system to assist designers
in their personal production integrating the use of mixed
reality MixFab is designed to reduce the 3D content, from
casual designers, producing an artificial model with their
own hands, replacing the need of an advanced modeling
ability with intuitive gestures [4].

MixFab provides an Augmented Reality environment, in
which users can interact naturally without the need for
equipment. However, the image recognition does not rep-
resent the standard size, causing resizing and automation
problems. In the proposed software the data is inputted by
a Joystick, as the user moves it the drawing is made with
more precision and success, thanks the image recognition
performed by the neural networks.

III. DEVELOPMENT

The drawing recognition system was divided into 2 mod-
ules, as can be seen in the Fig. 1, the first one (Server) was
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developed in Python language and the second one using the
Unity 3D Engine and C#.

In order for the game works with minimum delay as
possible, it was necessary to train the predictive model
before the game started. In favor of having a good hit rate on
the model, it requires a lot of data training and a lot of time.
The trained model allows machines with older hardware
configurations to run the server and classify the images it
received.

Figure 1. Proposed System.

The training of the model was done from a database
and then made available for consumption in WebSocket
server format (I). After the game connects to the server, the
application sends the image drawn to the server and receives
as a response the category that should be a 3D rendered (II).
It may be a baseball ball or a baseball bat.

A. Client-Server Communication

Socket.io 2.0 was used with the Python 3.6 language,
making possible the bi-directional communication between
Client-Server. This module is a library made to build real-
time applications, which uses WebSockets specifications and
defines an API that establishes ‘socket’ connections between
a client and a server in a persistent way, allowing the sending
and reception of data at any time.

Socket.io opens a communication channel between the
server and the client persistently, similar to a chat room.
The client sends to the server the image in text format
through the base64 encoding, after processing the server,
receives a message through the same channel containing the
identification of the 3D object to be rendered.

B. Digital Picture

For the creation of the digital picture, we used the
HMD Odyssey Glasses and the HMD Odyssey Controllers.
Allowing the detections of the movements with the hands,
aiming to provide an immersive experience when drawing,
according to the Fig. 2.

At the end of the draw mode, the digital picture is stored
in a texture and then a function will be started to capture
the rendering of the texture, immediately saving it in a PNG
image and sending it to the Server.

Figure 2. HMD Odyssey Glasses and HMD Odyssey Controllers.

C. Model Training

The neural network was used to classify the images re-
ceived via WebSocket. The training was done with 241, 763
images from the Google repository called quickdraw, being
115, 324 for baseball bats images and 126, 439 for baseball
balls images. The processing consists in normalizing the
pixel data from 0 to 1 to reduce the error rate [5], in
addition to reducing the processing time, the dimensions
of the images were reduced to 28 x 28 pixels. The neural
network has two outputs represented by the percentage of
each category.

The architecture of the neural network is defined in the
Fig. 3. It was used 1, 554, 694 trainable parameters and 85
times to get an accuracy of 95% according to the validation
of 30% of the original dataset i.e. 72, 529 elements.

Figure 3. Neural network architecture.

The trained model is saved to a file so that it can be
consumed by the server later. This model is a set of neural
network architecture and weights.

D. Image Recognition

For image recognition, it is necessary to make some
preprocessing steps, so that it is similar to the dataset. First,
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the image is received in text type in base64 and then decoded
to the Image data type and converted to grayscale. Then
resized to the size 28x28 pixels. Finally, the colors are
reversed so that the color pattern that will express the content
is only in the traces and not in the background of the image,
according to the Fig 4.

It is possible to predict the class from the image. However,
only text in JSON format containing the object code will be
rendered to the game.

Figure 4. Image preprocessing.

IV. EXPERIMENTS AND RESULTS

In this section, CNN’s training and experiment envi-
ronment will be presented. The following resources were
used: 2 Notebooks with Intel i7, 8 GB of memory RAM,
GEFORCE GTX 1050 graphics card with 4 GB of mem-
ory, Windows Operating System, HMD Odyssey, scientific
computing framework Keras and an engine to create games
Unity3D.

A. Experimental Procedure

The experiments aimed to simulate a real situation of the
game, in which a player uses a computer that communicates
via WebSocket with the server. To test, several balls and
baseballs bats objects were drawn, as can be seen in the Fig.
5, the drawn images have their respective classifications by
the neural network.

Figure 5. Drawn images test.

The experiment was conducted with 6 people in pairs.
The spectator was responsible for evaluating the result of
the drawing and making sure the model was hitting or not.
Each user made 10 draws from each class, totaling 120 and
based on them, the real-world accuracy of the application
was calculated.

B. Results

Given the result of the neural network, it became possible
to create 3D elements that correspond to the image drawn as,
for example, balls and baseballs bats, observed in the Fig.
6. It was observed that the interaction of the user with the
game became fluid and natural from the tests, facilitating the
accuracy of the classification model. During the tests, it was
noticed that communication with the server occurred in real
time, and it was not possible to distinguish if the predictive
model was implemented in the game itself.

Figure 6. 3D object creation.

The evaluation metrics according to Table 1, explain the
accuracy of the model with real tests. The values represented
are P for the baseball bat and N for baseball ball.

According to the matrix, on the left side, there is the user
intention in the drawing and in the upper part, the value is
given by the neural network. Note that the intersection of
P with P represents the correctness of the model, whereas
the intersection of P with N , its error. The same goes for
N with P .
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The matrix shows that the model hit the actual tests about
91.73% of the sample, only 3.27% below the tests with the
dataset itself.

V. CONCLUSION

This work, which is a research in progress, has shown that
using the classification results, it is evident how the use of
classificatory models such as convolutional neural networks
generates gains for the interface and human-computer inter-
action, making the user experience in virtual reality more
immersive and funny. The real-time communication factor
contributes to the user not losing the focus of the application,
nor want to abandon it.

For future work, we want to add new categories of objects
and allow the possibility of the game in online multiplayer
format, to reinforce the usability of the drawing.
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