
A Gesture Recognition Approach for
Wheelchair Users in an Exergame
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Abstract—Studies indicate that playing exergames, games
that use technologies of gesture recognition to incentive exercis-
ing, can improve multiple skills of the players. However, when
players are wheelchair users, interactive gesture recognition is
an issue not sufficiently explored. There are already exergames
explicitly developed for wheelchair users, but until 2016, as
far as we know, there was no game that explored the users’
gesture movements in the digital game characters. In this work,
we present our approach for gesture recognition of wheelchair
users. It uses a depth sensor to track specific movements from
wheelchair users. We employ those movements to interact with
the game character. Results suggest that our technique, despite
its simplicity, provides interactive frame rates while being also
efficient.

Keywords-Natural User Interface, Wheelchair Users, Digital
Games, Exergames, Microsoft Kinect V2

I. INTRODUCTION

Multidisciplinary research teams have observed that the
practice of exergames – exercises with digital games – leads
to the improvement of social, physical and psychological
aspects of wheelchair users [1], [2], [3], [4], [5]. In this
class of digital games, it is common the use of Natural
User Interfaces (NUI), where the players perform “natural”
actions that are familiar to them to control the game inputs,
for instance shaking their arms, talking or blinking.

In 2013, Gerling et al. [6] presented an approach that
considers wheelchair users interaction in digital games. As
a consequence, the authors presented an essential sequence
of studies on this topic [7], [8], [9], [5]. These works include
the development of algorithms for gesture recognition, the
design of digital games applied the gesture recognition algo-
rithms and the application of Participatory Design (PD) [10],
[11], [12], [13] principles for developing and evaluating the
games.

However, up to our knowledge, none of such previous
works focused on replicating or mimicking the wheelchair
user’s movements into game characters. According to Szyk-
man et al. [14], the representation of the characteristics of
people with disabilities in a game, including wheelchair
users, leads to a vital manner to empower those charac-
teristics in real life. This fact motivated us to approach
wheelchair users’ movements in a game.

In our context, the exergame uses the Microsoft Kinect V2
depth sensor to track wheelchair movements. To accurately
map the wheelchair movements into our exergame, we took
into account PD practices [13], where technical developers
(game designers, programmers, etc.) and potential game
players (wheelchair users) work strictly together to the
design of the game.

The wheelchair users (we call them as designers) actively
contributed to defining design elements of the game as
well as the movements they would prefer to perform when
playing the game. They argued for the importance the game
interaction must provide similar movements to those that
they would do in their daily activities. According to the
wheelchair users, that aspect increased their confidence to
enroll in exercising activities in real life.

As a consequence of the designers’ requirements, we face
the need to define not only an effective and fast algorithm
to track the movements of the wheelchair users, but also
to investigate further details, for instance, the best position
of the sensor to track the wheelchair users. We developed
the user interface of the game with inputs that referenced
movements that they would perform to use a wheelchair in
real life. In this work, we then detail about those inputs and
the algorithm that we developed to implement them in a
game. Our approach includes the use of a State Machine to
identify each of the selected gestures to be developed. This
State Machine also does the transitions from one gesture to
another.

The main contributions of this paper include the follow-
ing:

• A 3D gesture-based approach for the wheelchair with
a State Machine to manage the identification and exe-
cution of the gestures;

• The application of the gesture-based approach in an
exergame we developed that considers a wheelchair
user as the main game character.

We organize this paper as follows: Section II presents
studies related to the input of wheelchair users movements in
exergames. We briefly describe the game that we developed
for wheelchair users in Section III. In Section IV, we detail
our approach to employ wheelchair users’ movements in
games. Section V presents details of the implementation and
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as well as evidences the limitations of our algorithm and
future research that potentially addresses those limitations.
Finally, Section VI presents our conclusions.

II. RELATED WORK

Depth sensors have been understood as the main technol-
ogy to track user’s movements in games [15], [16], [17],
[18], [19], [20]. Shotton et al. and Sharp at al. presented
part of the first studies that applied the Kinect sensor on
gesture-based interaction. Plagemann et al. and Ganapathi et
al. include geodesic distances for real-time results. Brandão
et al. also employed geodesic distances and compared
classification algorithms to pose recognition. Nevertheless,
these studies did not focus on gesture-based interaction for
wheelchair users.

Until 2017, the most relevant studies focusing on ex-
ergames with wheelchair users referred to works of Ger-
ling et al. [6], [21], [4], [7], [9], [5]. Some studies of those
authors examined the value of collaboration between design
experts and powered wheelchair users for developing games
with Participatory Design [5].

According to Gerling et al. [5], representing or not the
character of the game as a wheelchair user influence on how
other wheelchair users accept the game. This representation
can be implicit or explicit. Gerling et al. [9] recommend the
representation being implicit. However, an explicit represen-
tation can also provide good acceptance if the wheelchair is
considered as a way to overcome challenges rather than just
a tool for mobility. In general, wheelchair users best accept
the game when the wheelchair is represented in a manner
that empowers the user [22], [14].

Gerling et al. [7], [6] performed a specific study to
develop efficient NUI tracking for wheelchair users with
the Kinect sensor. Afterward, with the tracking system
structured, the authors applied it in a game developed by
Participatory Design with wheelchair users [5]. Even though
Gerling et al. [7], [6], [5] could get relevant conclusions
about the application of the system, the NUI inputs did not
necessarily replicate users movements in the game. Up to
our knowledge, there was no related work referring to the
development of user interaction for exergames that reflected
the movements of wheelchair users.

Ramli et al. [23] developed an asynchronous wheelchair
navigation system using a hybrid of EEG signal and EOG
artifacts embedded in EEG signals. The wheelchair navi-
gation system is designed to move forward and backward
in a total of six different directions. The authors modeled
the system as a finite state machine with three modes, each
containing three states.

We applied an explicit representation of wheelchair users
by a wheelchair user character. In our Participatory Design
process, the wheelchair users defined the movements to be
performed in the game. We developed a State Machine for
gesture recognition based on the three dimensions of the

Figure 1. House Stage: Movements from the player (bottom right) are
replicated in the character (bottom left).

detected body parts of the wheelchair users. In the following,
we describe the Wheelchair Jecripe game.

III. THE WHEELCHAIR EXERGAME
In the game, we tested our gesture-based approach to

move the main character through four different stages:
House, Street, Sea and Sky. Each stage contains different
scenarios and goals.

In the House, the player handles a wheelchair to move
through internal and external environments of the house. The
scenario of the House Stage has elements of the users’ daily
life, e.g., chairs, tables, couch, etc. All these elements are
treated with collision detection so that players can interact
with them. These elements do not interfere with the game
flow; they work as artifacts to entertain the player. The
House Stage scenario contains a bus stop and a car. Players
can ask for the bus at the bus stop or start driving the
car by standing next to it. The House Stage scenario and
background music aim to provide a friendly atmosphere to
the players. The referred atmosphere evidence to the player
that the House Stage is not a competitive scenario. The
scenario works as a menu to select the stage to be played.
Figure 1 presents the House scenario with the explicit
representation of a wheelchair user as the main character.

The Street Stage reproduces a city street. The players
control their cars and must deviate from obstacles as boxes
or lampposts. The obstacles have a large space among them
to make easier the movement. Figure 2 depicts the gameplay
of the Street Stage.

The Sea Stage is similar to the Street Stage. However, the
player controls a jet-ski, and we represent the obstacles by
boats or buoys and are closer to each other, requiring greater
attention from the players. The Sea Stage also contains the
item turbo, which increases the speed of the players, also
increasing the difficulty. Figure 3 shows the gameplay of the
Sea Stage.
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The Sky Stage has a scenario with different characteristics
from the Street and Sea Stages. The players start in the center
of the scenario and must reach a finish line. The scenario
does not encompass a defined route. The players are free to
ride a paraglider around an open 3D scenario. We created
four different possibilities for the locations of the finish line.
The finish line is randomly placed in one of the possible
locations at the start of the Stage. The Sky scenario does not
contain obstacles. The goal in that scenario is to produce a
more pleasant scene than Street and Sea. The feeling that
the scenario might provide to players originates from the
freedom of being flying instead of the adrenaline of riding
vehicles. Figure 4 demonstrates the gameplay Sky Stage.

It is worth to mention that Street, Sea and Sky stages
are non-competitive, although two players control the game
independently.

In the House Stage, we evidence that the main character
is a wheelchair user. For this stage, we fully employed our
gesture-recognition approach, detailed in the next sections.
To move the character, we will show that it involves both
body movements and hands gestures of the player simul-
taneously. To the remained stages, the movements of the
characters are more straightforward, focusing mainly on the
inclination of the player to the left and the right either
with their arms closed to the torso (Car and Sea Stages)
or with wide open arms (Sky Stage). Thus, we concentrate
our explanation on the movements for the House Stage, as
they are more complex and generalize the gestures of the
other stages.

IV. THE GESTURE-BASED RECOGNITION
APPROACH

Based on the information that we collected from the
designers in the PD sessions, we proposed a user interaction
approach in which one can move the main character of the
game mainly using movements of controlling a wheelchair.
Namely, simulating the turning of the left or the right wheel
of the wheelchair makes the character turn to the right or left,
respectively. Simulating the turning of both wheels to the

Figure 2. Street Stage: the user controls a car.

Figure 3. The Sea Stage: the player controls a character that rides a jet-ski.

front and reclining the body to the front makes the character
move forward. The movement of pulling back with the arms
makes the character move back. Figure 5 displays the inputs
of the game.

For moving the character back, the most natural move-
ment should be “turning of both wheels to the back”.
However, it conflicts with the moving forward, as the sensor
and our approach cannot differentiate them. At this version
of our approach, it was an agreed solution in the PD sessions
and in the development phases that minimized issues related
to precision and performance of the technique.

A. Sensor Setup

The NUI inputs of the game are gestures, and they
required the tracking of body parts in the z-axis (Figure 5).
For this reason, the mounting setup that optimized motion
capture was by placing the sensor on a tripod on a table
so that the total height from the floor was 2 meters and
the distance from the players was 1.5 meters. The defined
distances optimized the motion capture of the spatial coor-
dinates because it avoided occlusions of the players’ body
parts in the z-axis. Figure 6 displays the setup for the revised
inputs.

Figure 4. The Sky Stage: the player controls a character that rides a
paraglider.
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Figure 5. Body movements and the inputs in game for controlling: (a)-(b) to turn right (or left), the player reclines himself back and mimics to turn the
left (or right) wheel; (c) to move backward, the player reclines himself back and pulls back both arms; (d) to move forward, the player reclines himself
forward and mimics to turn both wheels.

Screen

RGBZ Sensor

Players

Figure 6. Kinect mounting setup for the revised inputs. The xyz-
coordinates for the game follows the sensor’s direction. This configuration
reduces occlusions of body parts.

B. Motion Capture Approach

Our method recognizes the gestures of handling a
wheelchair and reproduces the outputs of those gestures in
the game, as described in Figure 5. We specify the motion
capture features as the following [24]: Kinect V2 sensor;
depth Camera Resolution with 512 × 424 pixels; capturing
frequency with 30 Hertz; field of view of 70 × 60 degrees;
range with 0.5 to 4.5 meters; and color camera with 1080
pixels, 30 Hertz (15 Hertz in low light).

To perform each gesture recognition of wheelchair users,
we implemented a state machine with two different states:
(1) Waiting for the Gesture; and (2) Performing the Gesture.

A set of conditions adjusts each state. The state machine
initializes in State 1. The conditions of State 1 focus on
defining whether a specific gesture started being either rec-
ognized or not. The conditions of State 2 focus on defining
whether the recognized gesture in State 1 is either performed
or not. When all the conditions of State 1 are satisfied, the
machine moves to State 2. The machine remains in State
2 while the set of conditions of that state are satisfied,
and returns to State 1 whenever they stop being satisfied.
We check the conditions for each frame of the gameplay.
There are four different gestures to be recognized: Turning
Right, Turning Left, Moving Forward and Moving Backward.

Therefore, we implemented four state machines, each one
with its two states. Figure 7 depicts the representation of
the implemented state machine.

Our method uses the data provided by the sensor. Specif-
ically, we explore the body joints coordinates of the tracked
users and their variation for each frame. For instance, the
left hand of a tracked user contains (x, y, z) values in the
coordinate system of the sensor at the current recorded
frame. If the user moves the left hand to the right, the
(x, y, z) coordinates will be modified to new values in
the next frame. Therefore, the variation in the (x, y, z)
coordinates of the user’s left hand from the starting to the
final frame can define the movement: Move left hand to the
right. To define the conditions that ruled each state machine
of our approach, we employed a set of variations from the
joints of wheelchair users during gameplay.

Because the inputs for our algorithm were defined by
mimicking the movements of turning the left or right wheels
of the wheelchair, we are interested in the angular varia-
tion of left (right) hand considering the center of the left
(right) wheel. We named the 2D vector estimated from
the hands’ coordinates to the wheel’s center coordinates as
(1) Wheelchair Vector. To measure that variation, we defined
other two variables, which we named: (2) Time Stamp and
(3) Angle Rate. Figure 9 displays these variables and the
relationship between them. All these three variables resulted
from relations among the (x, y, z) coordinates of specific
body joints captured by the sensor. Figure 8 depicts the used
joints coordinates and how we labeled them in this work. In
our description, we use the notations RightHand.x to refer
to the x coordinate of the right hand in the sensor coordinate
system (Figure 6), RightHand.y to refer to its y coordinate,
etc. In the next sections, we detail each key variables and
its influence in the motion capture.

1) Wheelchair Vector: Considering the yz-plane, as de-
picted in Figure 6, the Wheelchair Vector is a two-
dimensional vector defined from the player’s hand to the
center of the wheel of the wheelchair in the yz-plane while
the player is performing the movement of turning the wheel.
The following projection computes it:
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WheelchairV ector = Πyz (RightHand.xyz −RightWheelCenter.xyz)

for turning the right wheel, whereas:

WheelchairV ector = Πyz (LeftHand.xyz − LeftWheelCenter.xyz)

for turning the right wheel, where Πyz refers to the projec-
tion of the pointed vectors in the yz plane.

The Kinect V2 provides a precise response for cap-
turing body joints coordinates. However, we noticed that
the wheelchair interferes in recognition of coordinates of
the lower parts of the body. As a consequence, we did
not have a precise response in tracking the center of the
wheelchair, located in the lower part of the body. Figure 10
displays the tracking areas with a roughly accurate response
from the sensor. To tackle this issue, we estimated the
wheelchair center coordinates based on trivial notions of
anatomy. To perform the estimation, we created a point,
named Wheel Center. Such a point was composed of the
x and z coordinates from the user’s center hip joint and
a modified y coordinate. To define the new y coordinate,
we subtracted half of the user’s torso size from the center
hip original y coordinates. We measure the torso size by
the distance between the user’s shoulder and the hip y
coordinate. The resulting point was a satisfactory estimate
of the wheel center. The estimate of the wheel center also
presented a satisfactory tracking precision, because it was
composed only of upper body joints. Figure 9 shows the
composition of the Wheel Center point. The estimate is
computed by:

RightWheelCenter = Πyz

(
RightHip−

(
0,

T orsoSize

2
, 0

))
,

for turning the right wheel, or

First State 
Waiting

Second State 
Performing

RecognitionFinalize

Recognition

Finalize

Figure 7. An implemented machine state for motion capture of wheelchair
users.

(a)

(b)
(c)

(b)

Figure 8. Scheme of the utilized joints coordinates for motion capture.
The image reproduces the avatar for animation in the software that we used
to develop the game: (a), (b) and (c) corresponds to the Spine Shoulder,
Hands and Hip joints, respectively.
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Figure 9. Representation of the used variables for motion capture with a
human model and the relationship among them.

LeftWheelCenter = Πyz

(
LeftHip−

(
0,

T orsoSize

2
, 0

))
,

for turning the left wheel, where

TorsoSize = SpineShoulder.y − CenterHip.y.

2) Time Stamp: The variable Time Stamp represents the
period that the Wheelchair Vector is re-computed with up-
dated users’ joints coordinates. In our work, we defined the
Time Stamp variable to 0.2s, because this value provided a
satisfactory performance to the algorithm. Therefore, during
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Tracking Area

z
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Precise Response 
Tracking Area

Wheel Center

Figure 10. Precision of joints recognition through Kinect for people seated
in wheelchairs. The upper part of the body provided a tracking area with
a better response.

gameplay, for each 0.2s period, a new value is computed
and attributed to the Wheelchair Vector.

3) Angle Rate: The Angle Rate variable represents the
angle between the current Wheelchair Vector and the last
computed Wheelchair Vector in the period delimited by the
Time Stamp. Figure 9 displays the representation of the
Angle Rate variable with respect to the other variables. The
Angle Rate is the output of the State 2 for all the state
machines in our study. Therefore, during gameplay in our
algorithm, the Angle Rate is recomputed after each 0.2s
period and a new output is generated.

When a state machine computes a new output, the game
engine increases the linear or angular velocity of the char-
acter by multiplying the Angle Rate variable value by a
constant. As a consequence, the greater values attributed to
the Angle Rate variable, the faster speed to the character.
The algorithm increases the linear velocity if the recognized
gesture is Moving Forward or Moving Backwards and in-
creases the angular velocity whenever the recognized gesture
is Turning Left or Turning Right. The value of the constant
that provided the best performance of the algorithm was
0.1. Therefore, during the gameplay with our algorithm,
the linear or angular velocity is increased by the value
AngleRate × 0.1. Table I shows the resulting mechanics
from each activated state machine. In the next, we present
the functionality of each state of the state machines.

4) State Machines: There are two state machines that
control all the movements. In the first state of each move-
ment recognition, the algorithm waits for a set of conditions
to be satisfied. The purpose of the conditions of the State 1 is
to check if the player is in a pose that implies that the gesture
to be recognized is starting to be performed. The logic of
the conditions varies according to each movement to be
recognized. For instance, a starting pose for the recognition
of the gesture Turning Right can be composed by the right
hand standing behind the player’s hip, in a determinate
(x, y, z) coordinate that implies that the player will start
rotating the wheel of the wheelchair. When all the conditions

of a certain movement are satisfied, the state machine moves
to the second state. Tables II–V list the conditions of State
1 for each recognized movement. The thresholds in the
conditions of the algorithm are measured in millimeters and
were defined so that the response of the game was optimized
after several tests.

In the second state of each movement recognition, the
algorithm remains to produce a new output at every time,
defined by the variable Time Stamp. The output is the current
value of the variable Angle Rate. Each state embraces a
set of conditions in State 2. Those conditions are different
from the ones defined in State 1. The purpose of the
conditions in State 2 is to check if the player is performing
the gesture that started in State 1. For instance, to ensure
that the player is performing the gesture Turning Right, the
algorithm checks if the player’s right hand is in a certain,
fixed x coordinate and performing an arc movement with
the dimensions of the wheel of the wheelchair in the yz-
plane. If any of the conditions stop being satisfied, the state
machine returns to State 1. Table VI details the conditions
of State 2 for each recognized movement. The thresholds in
the conditions’ algorithm are measured in millimeters and
were defined so that the response of the game was optimized
after several tests. Figure 11 depicts the general flowchart
of the algorithm through the machine states.

V. RESULTS AND DISCUSSION

We developed the exergame as well as our gesture
recognition approach in the Unity3D Engine, using the C#
Language of Unity3D. We used the sensor Kinect V2 with
a third-party asset from Unity3D On-Line Asset Store to
support the Natural User Interface (NUI) [25], [26], [13].

For respecting smoothness and coherence, we set the
frame update to 0.2 seconds, after several empirical tests.
This value was the best trade-off among all the tested
performance.

Once we had implemented our approach, three wheelchair
designers tested the game developed [13]. They played all
the stages of the game, that took from 15 to 20 minutes. In
the end of the game, we asked them to provide feedback
about the facility to learn and interact with the game.

Despite its simplicity, we observed that proposed tech-
nique provides precision for the movement detection. Specif-
ically, in previous user tests, the results showed that
the users were capable of playing and using the sen-
sor with reasonable facility, as demonstrated by Szykman
et al. [13]. Therefore, the input approach was success-
ful in capturing users’ movements without tiring them. A
video of the game in the House Stage can be found at
https://youtu.be/YHFdyun7Twk.

We structure an approach that explores movements of
wheelchair users with the support of the Microsoft Kinect V2
sensor. However, we believe that it is possible to improve our
approach in two different aspects. First, we believe that we
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XVII SBGames – Foz do Iguaçu – PR – Brazil, October 29th – November 1st, 2018 367



Table I
TRANSLATION OF THE VARIABLE Angle Rate TO CHARACTER’S MECHANICS.

Activated State Machine Resulting Character Mechanics
Turning Right Rotate Character to the Right (increases angular velocity)
Turning Left Rotate Character to the Left (increases angular velocity)
Moving Forward Translate Character Forward (increases linear velocity)
Moving Backwards Translate Character Backwards (increases linear velocity)

Table II
GESTURE: TURN LEFT

Condition Description for Turn Left Condition Algorithm
SpineShoulder can not be in front of Hips. This
condition differs the gesture from the conditions
of Moving Forward

SpineShoulder.z > CenterHip.z − 0.2

Hand behind hips to start rotating the wheel RightHand.z > RightHip.z + 0.05

Hand between hips and the wheel in the x direction RightHand.x > RightHip.x AND
RightHand.x < RightHip.x + 0.7

Hand at the height of the wheel WheelchairV ector > TorsoSize− 0.3 AND
WheelchairV ector < TorsoSize + 0.3

Table III
GESTURE: TURN RIGHT

Condition Description for Turn Right Condition Algorithm
SpineShoulder can not be in front of Hips. This condition
differs the gesture from the conditions of Moving Forward SpineShoulder.z > CenterHip.z − 0.2

Hand behind hips to start rotating the wheel LeftHand.z > LeftHip.z + 0.05

Hand between hips and the wheel in the x direction LeftHand.x < LeftHip.x AND
LeftHand.x > LeftHip.x− 0.7

Hand at the height of the wheel WheelchairV ector > TorsoSize− 0.3 AND
WheelchairV ector < TorsoSize + 0.3

Table IV
GESTURE: MOVE FORWARD

Condition Description for Move Forward Condition Algorithm
SpineShoulder have to be in front of Hips This condition
differs the gesture from the conditions of Turning to the
Sides and Moving Backwards

SpineShoulder.z < CenterHip.z − 0.1

Hands behind hips to start rotating the wheel RightHand.z > RightHip.z − 0.2 AND
LeftHand.z > LeftHip.z − 0.2

Hands between hips and the wheel in the x direction

RightHand.x > RightHip.x− 0.1 AND
RightHand.x < RightHip.x + 0.3 AND
LeftHand.x < LeftHip.x + 0.5 AND
LeftHand.x > LeftHip.x− 0.7

Hand at the height of the wheel.

Right ‖WheelchairV ector‖ > TorsoSize− 0.3 AND
Right ‖WheelchairV ector‖ < TorsoSize + 0.3 AND
Left ‖WheelchairV ector‖ > TorsoSize− 0.3 AND
Left ‖WheelchairV ector‖ < TorsoSize + 0.3

can improve the accuracy of the algorithm by better tune the
values in Tables II, III, IV, V, and VI. For instance, we can
improve our approach by making use of Machine Learning
approaches such as Classification Algorithms. Second, even
though the Kinect V2 has shown an acceptable accuracy for
tracking the movements, it still presented some limitations
in terms of false positives and missed tracking. Thus, it
is relevant testing the algorithm with different sensors and
architectures.

We believe that the algorithm would benefit from the
inclusion of two new functionalities. First, we noticed
that the algorithm presented low efficiency for wheelchair

users with Cerebral Palsy. We encourage the prospective
of versions of the algorithm that better understand and
include the interaction features for those people in the
approach. Second, the wheelchair users that supported us
as co-designers asked for the movement of pulling back
the arms as the input of moving the character back. It is
possible to see this movement in Figure 5 sub-image (c). We
understand that the movement of moving the wheel of the
wheelchair back would better represent moving the character
back. Also as a future work we can compare our approach to
other techniques that considers the gesture-based interaction.
The comparison with other techniques would give us more
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XVII SBGames – Foz do Iguaçu – PR – Brazil, October 29th – November 1st, 2018 368



Table V
GESTURE: MOVE BACKWARD

Condition Description for Move Backward Condition Algorithm

Hands in front of spine RightHand.z < SpineShoulder.z − 0.1 AND
LeftHand.z < SpineShoulder.z − 0.1

Hands above the shoulder RightHandIndex.y > SpineShoulder.y AND
LeftHand.y > SpineShoulder.y
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Figure 11. Flowchart of the motion capture algorithm through the states machines.

information about the performance and improvements that
we need to do in our approach.

VI. CONCLUSIONS

We developed an approach for tracking and exploring the
movements of wheelchair users in a gesture-based game. We
used the Microsoft Kinect V2 sensor to track the wheelchair
users and their stakeholders in Participatory Design Sessions.
The four basic movements were proposed and implemented
movements: Turn Right, Turn Left, Move Forward, and Move
Backwards. Results pointed that the algorithm leads to the
game with acceptable accuracy in the inputs. That is because
participants are familiar with the gestures and, then, get used
to the sensor with reasonable facility.

This study is included in the context of the Jecripe
Project [27], [28] which the main goal is to develop digital
games to help people with disabilities. In this study, we
presented an alternative to Brandão et al.’s [20] work that
also considers the application of the Kinect for movement
recognition. As we presented in Brandão et al. [29], de-
veloping games for people with disabilities can encourage
studies in different Computer Science fields. In this context,
an option for future work is to apply classifications in the
context of wheelchair users, similar as we have already done
in Brandão et al. [19].

As future work, we propose improving the algorithm’

accuracy by testing it with different sensors, including new
inputs and developing versions for wheelchair users with dif-
ferent needs, such as Cerebral Palsy or more severe physical
or psychological limitations. In this work, we also presented
the exergame which is the result of the Participatory Design
of wheelchair users in the development of this gesture-based
system.
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