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ABSTRACT

Online Games platforms have become a very prospective field of investigation to the game industry. Many business models are being created to understand the dynamics of player behavior to promote improvements in game design and to keep players in the virtual world so that they maintain and renew their respective subscription. From the business perspective it is crucial to predict how many players will join the game and how many will stay in the game, important factors for the company’s revenue. This work aims to identify significant data from a popular Massively Multiplayer Online Game (MMOG) - World of Warcraft - using appropriate data mining methods for deduction of players profiles. Multiple linear regression was applied to check whether a player will leave or not the game in the near future. Also, a clustering technique, i.e. K-means, was used to extract clusters of players and identify their common characteristics. The regression model showed that “Level” and “Playing Density” contribute significantly to predict whether a player will or not renew the subscription, while the clustering revealed four forms of player profile: Beginner, Intermediate I, Intermediate II and Professional.
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1 INTRODUCTION

Massively Multiplayer Online Games (MMOGs) are a popular type of entertainment on the Internet. Data released by ESA[13] in 2015 indicate that there are 155 million Americans who play video games and 29% of them currently pay to play (P2P) online. The report released [14] in 2016 also underscores the video game industry’s impact on the US economy, the industry contributed $11.7 billion in value to US GDP (Gross Domestic Product). Also, the report revealed that frequent gamers who play multiplayer and online games spend an average of 6.5 hours per week playing online. Currently, the most common business model for online gaming is based on monthly subscription fees that gamers pay to obtain credits, which allow them to start or continue a journey in the game’s virtual world. From the perspective of games industry, to understand players behavior in the virtual world and predict “how long they will stay in the game” are crucial factors to control their revenue [15]. Identifying players profiles and predicting players behavior is based on analyzing their data (for example, Playtime per month). Therefore, data collection (a process known as Data Telemetry) and data mining techniques are important for data analysis, as depicted in Figure 1.

There is a wealth of information hidden in process of telemetry data. However, not all of it is readily available, and some are very hard to discover without the proper expert knowledge. In addition, the challenge faced by the game industry to take advantage of telemetry data mirrors the challenge of working with big data. Simply retrieving information from databases is not enough to guide analysts. Instead, new procedures have appeared to help analysts to obtain the information they need to make better decisions. These include: automatic data summarization, the extraction of the essence of the stored information, and the discovery of patterns in raw data [12]. When datasets become very large and complex, many traditional methodologies and algorithms used on smaller datasets fail. Instead, methods designed for large datasets must be used. These methods are called data mining, and they perform a quick and effective analysis, making the results intuitively accessible to non-experts.

The aim of this work is to explore the relationships among the attributes of the World of Warcraft (WoW) players in order to extract profiles and to present a regression model that shows the probability of a player renewing the subscription. Our study contributes to a better understanding of the flow of players in massively multiplayer online games and supports improvements in the business...
model through: i) the manipulation of gameplay data and appropriate employment of data mining methods like regression model and data characterization techniques (clustering); ii) the identification of players profiles (user characterization) and their behavior in the virtual world; iii) the extraction of relevant information through data mining, which can be used by the game industry in the creation of a contingency plan to prevent players to give up the game or to motivate them to renew subscriptions.

The rest of this paper is organized as follows. Second section presents fundamental concepts we deal with in this work. In Section 3 we describe some related works. The details about the data considered in this study are given in Section 4. The application of the analysis techniques as well as the main results we obtained are shown in Section 5. At last, in Section 6 we give some final considerations.

2 FUNDAMENTAL CONCEPTS

2.1 Game Analytics

Game Analytics is the employment of data analysis techniques in games industry [12]. One of its focuses is to assist game development process in all of its phases: conception, design, development, testing and releasing. It is also relevant to other fields of game industry, such as programming, design, user test and business model. The analysis is performed on game metrics obtained from the game-user interactions (see Figure 1).

Each game company has its own method of evaluating game data, and each study may lead to a new discovery about the game and user’s behavior. This way, researchers and companies are able to develop systems to support game designers to, eventually, adjust, adapt, balance and improve the game, based on such feedback information.

2.2 Game Telemetry

Game Telemetry is the process of collection and storage of game data used in data analysis [12]. It supports Game Analytics and includes receiving data from online servers, or from a set of sensors installed in a nearby game station, for example. A common scenario sees an installed game client sending data about user-game interaction to a server, where the data are processed and stored in an accessible format, supporting the data analysis process. There are many applications of game telemetry, such as analysis of game servers performance and the collection of user data from Biofeedback sensors.

The game data is employed to assist game user research, which is a field devoted to study user behavior. For instance, it can be used to study methods to analyze player’s affective state after certain game phases or to induce specific reactions over them during a game session, with the purpose of supply a great gaming experience to players [6]. In Psychology, it is a resource to analyze the user’s mental processes (such as stress and mood) or to study player’s behavior [37]. In Health Sciences, game data can be used to aid in the monitoring of a patient’s health condition, or to evaluate the effectiveness of a treatment [8].

2.3 Game Data Mining

When using data mining methods in the context of games there is a term called game data mining [12] that covers, among others, the following aspects:

- Finding weak spots in game design, [22] [16],
- Figuring out how players spend their time when playing [9],
- Exploring how people play a game [1],
- Identifying how much time they spend playing [33],
- Predicting when they will stop playing [2].

In the next subsections, we will show some relevant techniques used in the context of game data mining.

2.3.1 Clustering

In the context of user behavior analysis in computer game development, cluster analysis provides a way to reduce the dimensionality of a dataset in order to find the most important features, and locate patterns which are expressed in terms of user behavior as a function of these features, which can be acted upon to test and refine a game design [12]. Clustering is a highly useful data mining method, containing many algorithms, the most commonly used being k-means [10], Principal Components Analysis (PCA) [19], Non-negative Matrix Factorization (NMF) [26] and Archetype Analysis (AA) [7]. A common objective of unsupervised data analysis using clustering in games is the player categorization (or grouping), ideally resulting in representations of the telemetry data which is interpretable by non-experts (e.g. game designers).

An important aspect in clustering [17] is that the game telemetry data can be stored in a $d \times n$ matrix $V = [v_1...v_n] \in \mathbb{R}^{d \times n}$, where each column corresponds to a player and each line to an attribute. Essentially, when dealing in a situation where $n$ samples of $d$-dimensional vectorial data are accumulate in a data matrix $V^{d \times n}$, the problem of determining efficacious clusters corresponds to finding a set of $k << n$ centroid vectors $W^{d \times k}$. If a membership of the data points $V$ to the centroids in $W$ is expressed via a coefficient matrix $H^{k \times n}$, clustering can be cast as a matrix factorization problem; where the goal is to reduce the expected Euclidean norm $|V - WH|$. While methods such as PCA, NMF and k-means all try to reduce the same criterion, they impose distinct constraints and thus yield different matrix factors [19]. For instance, NMF assumes $V, W$ and $H$ to be non-negative matrices and often leads to sparse representation of the data. PCA constrains $W$ to be composed of orthonormal vectors and produces a dense $H$, where k-means clustering constrains $H$ to unary vectors. The k-means is maybe the most used clustering algorithm, and is theoretically suited for the telemetry procedure in context of games, however, it is focused on retrieving compact cluster regions, and can therefore in practice be hard to interpret.

Archetype Analysis extended to large-scale datasets by via Simplex Volume Maximization (SIVM), applies an alternating least squares procedure where each iteration requires the solution of several constrained quadratic optimization problems [7, 20]. It solves the case where $G$ is restricted to convexity instead of to unarity. SIVM appears to be attractive to game telemetry analysis because it allows for the detection of a particular player behavior, as it is focused on finding extremes (e.g. outliers) in the dataset. In principle, what SIVM does is the automatic detection of a combination of characteristic that leads, when being locked in pairs, to a similar but more complex segmentation as K-means, without any user intervention (like in determining the value of $k$). Where the K-means algorithm produces cluster centroids, SIVM is different as it does not search for commonalities between players, but rather extreme profiles (called archetypal) that do not stay in dense cluster regions, but at the edges of the multidimensional space. This excellent feature of SIVM is also its central weakness in the current situation, as it is very sensitive to outliers. If the purpose of the analysis is to find outliers, like detection of bots, cheating or other peculiar player behavior, then it is advisable the use SIVM [30]. This problem does not occur for pure AA, but SIVM is an approximation of AA for large-scale data, which unlike AA fundamentally neglects the distribution of the data, thus adding a weakness to outliers.

Figure 2 illustrates the difference between these clustering methods which were applied to the same dataset. The Figure 2(a) shows the results obtained by k-means, indicating that there are three
groups of behaviors in the dataset. The Figures 2(b), 2(c) and 2(d) show the results obtained by Principal Component Analysis (PCA), Non-negative Matrix Factorization (NMF) and Archetypal Analysis (AA), respectively. These three methods supply distinct cluster centroid locations and are less restrictive with respect to cluster membership of individual data samples.

Figure 2: Distinct cluster methods can supply totally different views on the same game data. (a) k-means clustering, (b) PCA, (c) NMF, and (d) Archetypal analysis. [12]

In our study, we used k-means algorithm which is a grouping method based on partitioning and it consists of four steps:

1. Choosing K individuals as initial centers of the groups.
2. Calculating distances between each individual and each center, and assigning the individual to the nearest center (k groups are formed).
3. Replacing k centers by the centroids of k groups identified in Step 2.
4. Stop treatment if the centroids are sufficiently stable or fixed numbers of iterations is reached. Otherwise, repeat the process from Step 2.

Silhouette ($S_i$) measures the similarity of the individual with his own group compared with individuals from other groups. His value varies between [-1,1]. If most individuals have high values of similarity, partitioning result is appropriate. But, if most individuals have low values of similarity, partitioning result is considered inappropriate because it derived many (or little) groups [12].

2.3.2 Regression Models
Among the statistical models used by analysts, regression model is the most common. A regression model allows one to estimate or predict a random variable as a function of several other variables [18]. The estimated variable is called the response variable, and the variables used to predict the response are called predictor variables. Regression analysis assumes that all predictor variables are quantitative so that arithmetic operations like addition and multiplication are meaningful. Nevertheless, regression techniques can be used to develop a variety of models:

- **Linear regression**: only one predictor variable is allowed.
- **Multiple linear regression**: more than one predictor variable is used.
- **Curvilinear regression**: the relationship between the response and predictors is nonlinear.

A general regression model has a response variable $Y$ (dependent variable) to several predictor variables $X_j$ (independent variables) [18]. It is defined by the following equation (1):

$$Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_m X_m + \varepsilon_m \quad \text{for } n \geq 1 \text{ and } m \geq 0 \quad (1)$$

Where
- $Y$: is the variable response
- $\beta_m$: are the parameters
- $X_j$: is the value of the predictor variable
- $\varepsilon_m$: is a random error term, such that expectation of the error (E) is: $E(\varepsilon_i) = 0$ with $\sigma^2(\varepsilon_i) = \sigma^2$ and $\sigma^2(\varepsilon_i, \varepsilon_j) = 0 \quad \forall i, j \neq j$

Solving regression model consists of determining the estimator $\hat{b}_0, \ldots, \hat{b}_m$ of vector $\beta$. Where $B_j$ is a constant that represents the rate of change of $Y$ as a function of changes in $X_j$.

Some researches [31, 32, 3] use quality indicators of statistical models (including the regression model) to choose the most effective ones for the prediction. The main indicators are:

- **Confidence interval**: provides an estimated range of values which is likely to include an unknown regression parameter (true value), the estimated range being computed from a given set of sample data [11].
- **p-value**: is the probability of finding a test statistic as extreme as the value measured on the sample if the null hypothesis ($H_0: \beta_1 = \beta_2 = \ldots = \beta_m = 0$) is true [18]. To reject the null hypothesis and take into consideration the test results significant, $p-value$ must be less than the threshold $\alpha (p-value < \alpha$, where $\alpha$ is normally equal 0.05).
- **F-statistic**: this term provides of the overall significance of the regression model. The null hypothesis is rejected if its p-value < $\alpha$ [18].
- **Coefficient of determination**: is a measure that indicates how well data fit a statistical model. Model fit is better when the coefficient of determination is close to 1, on the other hand, if the regression model is not appropriate then the coefficient of determination is close to zero [18]. The coefficient of determination is denoted by $R^2$ because it is also square of the sample correlation between the two variables.

3 Related Work
Game analytics is a very active research subject. In [25], the authors showed a general technique to extract and cluster data from a virtual world, but used different attributes from non-game data sets. Games such as World of Warcraft (WoW) provide a rich set of user data, which has been the focus of many studies in game context.

Based on a set of World of Warcraft traces, Pittman et. al [27] proposed a realistic, empirical model to simulate users’ gameplay behavior and the fluctuations in game servers’ popularity over time.
The authors conjectured that at least four types of information are required to establish a prediction model: i) the rate of server’s population change; ii) session length of the players; iii) the spatial distribution of avatars in the virtual world; vi) the movements of avatars over time. They observed that the number of players fluctuated in a diurnal pattern and there may be an increase in the number of players between 4 am and 6 pm. Also, they found that session duration appeared to follow a distribution where approximately 50% of the gamers remain online for 10 minutes or less.

In [4], the authors conducted a user behavior study of Counter-Strike, a popular FPS (First-person Shooter) game. Their work focused on two issues: users’ satisfaction with the game, and the predictability of the game server’s workload. They analyzed the number of connection attempts and sessions durations, and found that it is extremely difficult to satisfy the users. If a game server is not stable, gamers tend to go elsewhere without considering fidelity. The authors also found that users have short attention spans, and users’ sessions duration are usually shorter than one hour. They also analyzed the popularity of game servers and found that the number of users on different servers follows a power-law distribution. Moreover, the server workload exhibits predictable patterns in terms of day and week scale, but the predictability diminishes with larger time scales.

Lewis and Wardrip-Fruin [24] wrote one of the first papers that attempted a large scale survey of WoW using publicly available data. They used a web crawler and screen scraper to collect information on 136,047 characters. Through the analysis of the collected data players were classified based on the items they were holding, the time they took to reach a certain level based on player class, and the number of deaths based on player class. The authors showed that game data that was previously only available to internal developers at the game companies was now available publicly to the world. Moreover, they presented a tool to easily collect the data, allowing researchers to gain insight into these games and leading to interesting qualitative studies.

The researches mentioned so far has relied upon a quantitative, data-driven approach. On the other hand, there have been many papers [8, 36, 34] that have primarily used user studies and online surveys to explore different aspects of WoW such as player motivations, personality, and demographics. These surveys typically involve several thousand respondents, usually found through. In Debeauvais et al. [8], the authors used online user surveys to analyze the players’ commitment and retention in WoW. A number of 2,865 players completed the survey and authors used the answers to analyze topics such as number of hours played per week, numbers of years the respondents had been playing WoW, and the ratio of respondents who stopped playing the game and returned to it at a later moment. In addition, this data was used to address such game metrics as playing time by character level, in-game demographics (such character races, classes and genders), and character abandonment rate by class.

4 DATA COLLECTION

In this section, we introduce the game World of Warcraft (WoW), which is the object of this study, and give some details about the data collection phase.

World of Warcraft is a MMOG (Massively Multiplay Online Game) developed by the Blizzard Entertainment Incorporation. It is a very popular MMOG and according to the annual report of the Entertainment Software Association (ESA) [13] on the Video Game Industry, WoW is among the top ten selling computer games of 2015. Because of its popularity, it has become a field for researchers to study psychology [35], social behavior [5], and gameplay behavior [4, 21].

In this study, we used the data in the repository called World of Warcraft Avatar History (WoWAH) dataset [23] for the year of 2008. This year was selected to be analyzed because in that year was released an expansion (called Wrath of the Lich King) that had great success. To protect players’ privacy, the repository mapped the avatars’ names and guild names randomly as positive integers with a consistent mapping (i.e., the same names were always mapped to the same integers). Each element of a sample is a string that contains 7 fields: Time, avatar ID, guild, level, race, class and zone. The meanings and valid values of the fields are detailed in Table 1.

<table>
<thead>
<tr>
<th>Field</th>
<th>Valid Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Integer &gt;1</td>
</tr>
<tr>
<td>Guild</td>
<td>Integer within [1,313]</td>
</tr>
<tr>
<td>Level</td>
<td>Integer within [1,80]</td>
</tr>
<tr>
<td>Race</td>
<td>Blood Elf, Orc, Tauren, Troll, Undead</td>
</tr>
<tr>
<td>Class</td>
<td>Death, Knight, Druid, Hunter, Mage, Paladin, Priest, Rogue, Shaman, Warlock, Warrior</td>
</tr>
<tr>
<td>Zone</td>
<td>One of 229 Zones in WoW world</td>
</tr>
</tbody>
</table>

We also provide three sample records in Table 2. The first record indicates an avatar with ID 59425 at 00:02:04 on 01/01/08, and the avatar was a level 1, guild 165 Orc Rogue in Orgrimmar.

<table>
<thead>
<tr>
<th>Time</th>
<th>ID</th>
<th>Guild</th>
<th>Level</th>
<th>Race</th>
<th>Classe</th>
<th>Zone</th>
</tr>
</thead>
<tbody>
<tr>
<td>01/01/08</td>
<td>59425</td>
<td>165</td>
<td>1</td>
<td>Orc</td>
<td>Rogue</td>
<td>Orgrimmar</td>
</tr>
<tr>
<td>01/01/08</td>
<td>65994</td>
<td>-1</td>
<td>9</td>
<td>Orc</td>
<td>Durotar</td>
<td>Durotar</td>
</tr>
<tr>
<td>01/02/08</td>
<td>1367</td>
<td>19</td>
<td>60</td>
<td>Undead</td>
<td>Warrior</td>
<td>ArashiMountain</td>
</tr>
</tbody>
</table>

We based our classification method on gamers’ Playtime (monthly hours) and Playing Density. First, we randomly chose 800 gamers from the data repository. Second, we performed some data manipulation (data cleaning, data grouping, and averages of grouped data) using R Language to extract game metrics (Playtime and Playing Density).

5 DATA ANALYSIS

In this section, we present some basic statistics derived from the collected dataset. Assuming that each avatar is associated to one player, we analyzed the behavior of World of Warcraft players in terms of game metrics - playtime and density - as these are relevant indicators of online gaming [29, 12]. We can examine players’ profiles according to the game metrics, thus helping to improve business model of game. In addition, we created a regression model that can predict whether a player will leave this game in the near future.

5.1 Player Categorization

El-Nasr et. al [12] showed that the two game metrics - average monthly playtime and average playing density - depict important aspects of player behavior over the time. We performed four experiments using k-means clustering algorithm, and met the following criteria in this experiment:

1. The Playtime is the time that each player spent playing the game
2. The Playing Density is the occurrence of a gamer’s playing days within all available days. For example, if a gamer has logged in the game at least once a day for 15 days out of 30 days, his playing density in that month will be 0.5.
3. https://www.r-project.org/
50 players between levels [0,20];
50 players between levels [21,40];
50 players between levels [41,60];
50 players between levels [61,80];
The players were randomly selected;
No repetition of players in the experiments.

The experiment has been executed four times and similar results were obtained concerning to the player behavior (always using k-means clustering algorithm). A high silhouette value when \( K = 4 \) indicated better clustering during the experiment, this way was defined that optimal number of clusters is four. We defined four categories of players (Figure 3): Beginners, Intermediate I, Intermediate II and Professional. Then, we infer the following information based on the results of the experiments:

- **Professional (Black Circles)**: these are the players that play several days and hours. They are between levels [70,80] of the game. In this group, there is a fast progress in the player’s level and a strong engagement of the players in game because they are accustomed to the game environment and always visit it.

- **Intermediate II (Red Circles)**: these are the players that play many days and reasonably many hours. They are between levels [50,70] of the game. In this group, there is a great engagement of players.

- **Intermediate I (Green Circles)**: these are the players that play reasonably many days and few hours. They are between levels [30,50] of the game. In this group, there is a slight progress in the player’s level because they play a few hours per day.

- **Beginners (Blue Circles)**: these are the players that play few days and few hours. They are between levels [0,30] of the game. In this group, there is a slow progress in the player’s level because they are not familiarized with the game and they rarely visit it.

5.2 Monthly Player Behavior

Here we examine how long players play in terms of the overall subscription time (playtime) and monthly gameplay activity (playing density). In addition, in this experiment we had the players’ records for the 12 months of the year 2008.

The cumulative distribution function (CDF) of average monthly playtime and average monthly playing density are shown in Figures 4 and 5, respectively.

In Figure 4, we find out that 50% of the players play longer than 48 hours per month, which fits the following groups of players: Intermediate (I and II) and Professional. Moreover, we find out that only the Professionals and Intermediate II play longer than 84 hours per month (25% of the players). Therefore, it is clear that the players spend a long time immersed in the game.

Figure 4: Cumulative distribution function of the Playtime

Figure 5 shows that 25% of the players play less than 10 days per month, which fits the group of Beginner players, and 12.5% play more than 26 days per month, which indicates the group of Professional players.

Figure 5: Cumulative distribution function of the Playing Density
Lastly, we summarize the quartiles, averages of the monthly playtime and monthly playing density in Table 3. It shows some important information, such as that about 25% (first quartile, denoted by Q1) of the players playtime in the dataset lies below 22 hours and that about 75% (third quartile, denoted by Q3) lies below 84 hours of playtime. The minimum value (min) of playtime hours is equal to 0.56 and the maximum value (max) is equal to 234.80 hours. Also, we found that about 25% (Q1) of the players played below 28% of all available days and that about 75% (Q3) of them played below 61%. The maximum value is 93%, indicating that some players often interact with this game. Based on these analysis, we have substantial indicators showing that the game is very attractive for its gamers.

| Table 3: Summarization of Playing Density and Playtime data |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Playtime        | Min             | Q1              | Median          | Mean            | Q3              | Max             |
| Density         | 0.057           | 0.28            | 0.44            | 0.47            | 0.61            | 0.938           |

### 5.3 Analysis of the Results of the Regression Model

In our study on the regression analysis, we selected the player characteristics as the predictor variables ($X_i$), while Score (the player’s probability to renew his subscription in the next year) as the response variable ($Y$) (Table 4).

| Table 4: Predictor Variables and Response Variable |
|-----------------|-----------------|-----------------|
| Predictor Variables ($X_i$) | Level of Player | Playing density |
| Response Variable ($Y$) | Score           |

Due the complexity of our dataset, we selected the elements as follows: i) random extraction of 15% of the population (a subpopulation of records); ii) removal of noisy data; iii) the study of the entire subpopulation when it is small. We used “random selection” to prevent bias in the results and to check the stability of the model obtained with several samples. In addition, the PlayTime variable is not in the model because it presents a strong correlation coefficient with Playing Density, causing a decrease in the coefficient of determination ($R^2$).

Using the Playing Density of the players and their last level detected by the system, we came up with Equation 2, where the coefficient with LevelLog is much greater than the provided data (removing noisy data). Then, we studied the correlation between variables in this database to generate the game metrics that are important for research. In the analysis stage, we applied the following techniques: clustering and CDF (for players characterization) and multiple linear regression (for overall player score).

From our regression model, we can thus provide useful information based on the computed score for a player. For example, we could represent the fact that the higher the score of the player, the higher the probability that the player will renew his subscription. In fact, we have actually confirmed such information in our records as presented in Table 6. There we have the following information that Professional and Intermediate II players, which get significantly higher scores (greater than 80%), renewed their subscriptions, note their high score due to their high level and large playing density. On the other hand, Intermediate I and Beginners players usually don’t renew their subscriptions and their scores are less than fifty percent (score < 50%).

<table>
<thead>
<tr>
<th>Table 5: Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{min}$</td>
</tr>
<tr>
<td>Intercept</td>
</tr>
<tr>
<td>LevelLog</td>
</tr>
<tr>
<td>Density</td>
</tr>
<tr>
<td>LevelLog $\times$ Density</td>
</tr>
</tbody>
</table>

| Table 6: Results of regression model |
|--------------------------|------------------|------------------|------------------|------------------|
| Category                     | Density | Level | LevelLog | Score (%) | Renewed Subscription |
| Professional               | 0.89 | 80   | 4.38   | 90%        | Yes               |
| Intermediate II            | 0.72 | 70   | 4.24   | 83%        | Yes               |
| Intermediate II            | 0.50 | 60   | 4.09   | 81%        | Yes               |
| Intermediate I             | 0.40 | 40   | 3.68   | 49%        | No                |
| Beginners                  | 0.30 | 30   | 3.40   | 34%        | No                |
| Beginners                  | 0.28 | 28   | 3.33   | 31%        | No                |

### 6 Conclusion

The improvements in playability (or adoption of new strategies in the business model) are important factors to raise the game revenue. However, to accomplish so it is crucial to have knowledge of the players’ profile, which can be determined through the analysis of their data recorded during play sessions.

The present study intended to identify important data as well as appropriate game data mining methods to discover players profiles and predict whether a player will renew his subscription. We firstly studied the database of World of Warcraft (WoW) to prepare the data (removing noisy data). Then, we studied the correlation between variables in this database to generate the game metrics that are important for research. In the analysis stage, we applied the following techniques: clustering and CDF (for players characterization) and multiple linear regression (for overall player score).

Our analysis revealed relevant player metrics (PlayTime, Playing Density and Level) and derived some motivating results: i) we could identify four categories of players, namely: Beginner, Intermediate I, Intermediate II and Professional, which interacted with the game according to their experience; ii) Using the cumulative distribution function we showed that the game is highly attractive because several players seem to become dedicated a lot time to virtual world; iii) the regression model showed a measure called score that estimated the probability of a player renewing his subscription in the next year. This model aids the game company as it predicts when a player will stop (or continue) playing the game. Also, it may be useful in user-oriented testing, where it is possible to use this information to locate the types of behaviors that lead players to quit playing. Finally, our results may indicate a direct relationship with player retention (the ability of the game to keep people playing it), which is central to revenue.

For future works, we suggest the analysis and exploration of several years’ worth of data that can extend our results and enrich infor-
mation about the players profile. Also, we envision the execution of other experiments using supervised (or unsupervised) classification methods to construct a predictive model based on other variables.
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