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Abstract

Natural phenomena simulation, such as water and smoke, is a very
important topic in order to increase real time scene realism in video-
games and general real time simulations. However, this kind of
simulation requires numerically solving the Navier-Stokes equa-
tions, which is a computationally expensive task. Additionally, to
deal more immersing simulation, interaction between the flow and
the objects in the scene are needed, which increases even more the
computational work. The advent of GPU computing has enabled
the development of many strategies for accelerating these simula-
tions. In this paper we propose an scalable architecture for multi-
ples GPUs for fluid simulation, allowing complex fluid behavior for
real time applications like games. Also, the techniques explained in
this paper could be adapted for others real-time simulations such as
physics simulations.
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1 Introduction

Realism in video-games is not only a matter of perfect graphics,
but also includes the search for real behaviors and physics. While
many improvements had been done for dynamic rigid bodies ele-
ments, there are still many lacks to be fulfilled in fluids simulation
research. This is an important topic for the game industry, since
real aerodynamics effects or liquids behaviors are present in almost
any title that simulates real environments.

In order to achieve a real immersion, interaction between fluid and
rigid bodies placed in the simulated environment must be consid-
ered. However, the collision between different objects with the fluid
and the approximation of the physical forces coming from these in-
teractions require time consuming computations. Most times those
effects are neglected for video-games, since the physics simulation
is only one of many tasks that must be handled by the engine.

The first real time fluid simulations were performed in CPU [Kass
and Miller 1990]. Most of these works did not consider the inter-

action between fluid and scene objects in order to achieve interac-
tive frame rates. Later, with the processing power provided by the
GPUs, other phenomena could be coupled to real time fluid simula-
tions. The reader can find methods that consider two-way interac-
tions between fluid and its surrounding objects in the woks [Kipfer
and Westermann 2006; Kurose and Takahashi 2009].

With the accessibility of modern GPUs by a wide range of peo-
ple and its processing capability in relation to CPU, this device is
being used for solving an enormous set of intensive tasks, such as
rigid body [Joselli et al. 2009b], gravitational N-body [Bédorf et al.
2012], crowd simulation [Joselli et al. 2009a] and molecular simu-
lations [Páll et al. 2011], to name a few.

Nowadays, many GPU Computing systems are starting to have
multiple GPU devices to solve problems [Kim et al. 2011]. In
order to distribute the workload across multiple GPUs, the devel-
oper must manage the data exchange between the main memory
and these devices, guaranteeing consistency between the multiple
copies of data, making the development for these architectures more
difcult for the developer.

In this paper we present an architecture for fluid simulation us-
ing multiples GPUs, being it in the same machine or in different
nodes across a network, allowing more realistic fluid simulation in
a virtual scene. Additionally, this architecture is automatically scal-
able with the number of GPUs available during the simulation. In
this work, the fluid simulation in performed through the Smoothed
Particle Hydrodynamics (SPH) method, a meshfree particle La-
grangian approach. As far as the authors of this work knows, this is
the first real time fluid simulation to use this type of architecture.

The remainder of this paper is organized as follows. After referring
to related fluid simulation works, in Section 2, we describe the fluid
governing equations in Section 3 and how we deal computationally
with it in Section 4. Next, in Section 5, we present the developed
acceleration data structure and in Section 6 our approach to deal
with more than one GPU. The results are shown in section 7. Fi-
nally, in section 8 we present the conclusions of the paper.

2 Related Work

The first physical simulation using an Eulerian grid-based ap-
proach was originally proposed by Foster and Metaxas [Foster and
Metaxas 1996; Foster and Metaxas 1997]. They proposed to solve
the full 3D Navier-Stokes equations in order to recreate visual prop-
erties of dynamic fluids. In [Stam 1999], Stam simulated dynamic
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gases using a semi-Lagrangian integration scheme that achieves un-
conditional stability using artificial viscosity and rotational damp-
ing. Foster and Fedkiw [Foster and Fedkiw 2001] extended the
technique to liquids using both a level-set method and particles in-
side the liquid. Enright et al. [Enright et al. 2002] added particles
outside the fluid for free surface tracking.

In order to allow two-way rigid body interaction, Takahashi et al.
[Takahashi et al. 2002] presented a simple method to couple fluids
and buoyant rigid bodies using regular grids and a combination be-
tween the volume of the fluid and Cubic Interpolated Propagation
methods. Génevaux et al. [Arash et al. 2003] used marker particles
for free surface representation and to perform interaction with de-
formable rigid bodies. In [Cohen et al. 2010], the authors used a
moving grid to simulate fluid, which allowed to compute the fluids
properties anywhere in space.

After the introduction of particle systems by Reeves [Reeves 1983],
simulation of natural phenomena using meshless methods started
to be proposed. Fluid simulations using the Smoothed Particle Hy-
drodynamics (SPH) method were proposed by Desbrun and Gas-
cuel [Desbrun and paule Gascuel 1996] to reproduce deformable
objects. This approach was latter extended in [Stora et al. 1999], al-
lowing lava simulation through viscosity and temperature coupling.

Müller et al. [Müller et al. 2003] used the SPH method to per-
form fluid simulation in real time. Latter, the authors extend their
work in [Müller et al. 2004] by including fluid interaction with rigid
bodies to simulate virtual surgery using a Gaussian Quadrature to
distribute ghost particles on rigid bodies surfaces, which are respon-
sible for generating repulsive forces.

Kipfer and Westermann [Kipfer and Westermann 2006] used SPH
to simulate fluid flows over deformable terrains. These simula-
tions were performed in GPU using a shader based approach, with-
out considering collision with rigid bodies. Kurose and Takahashi
[Kurose and Takahashi 2009] proposed an approach to simulate flu-
ids and rigid bodies with two-way interaction between them using
SPH in GPU. The rigid bodies were represented by polygons and
they solved a Linear Complementary Problem (LCP) to compute
the collision forces between fluid and solids.

Nowadays, many workstations, servers and desktop computers are
equipped with multiple GPU devices. The data transfer between
the GPUs are normally realized by the host memory [Nukada et al.
2012]. Nowadays, with the direct computing directives of CUDA,
the access of memory between the GPUs are made directly, without
passing by the host. This fact increases the overall performance of
such architecture. But still in this case, the data transfer speed is
limited due to the contentions in PCI-Express interfaces.

In order to allows a faster simulation, some kinds of problems are
being solved using more than one GPU architecture. Among some
works, we can cite [Nukada et al. 2012], which solves a Fast Fourier
Transform in 3D using multiples GPUs. Additionally, [Cevahir
et al. 2009] computes a fast conjugate gradient in more than one
GPU. Using more than one device to solve a problem requires a well
established process in order to share and processing data among
these GPUs.

The management of a multiple GPU architecture can be hard. There
has been some works that deals exclusive with this management
[Zamith et al. 2011; Huynh et al. 2012].

3 SPH Approach

In order to perform fluid simulations, we need to solve the system
of differential equations:

ρ
(
∂v

∂t
+ v.∇v

)
= −∇p + ρg + µ∇2v, (1)

and
∂ρ

∂t
+∇.(ρv) = 0, (2)

which are known as Navier-Stokes equations for Newtonian incom-
pressible flows. In these equations, ρ represents the fluid’s density,

v the velocity field, p the pressure field, g the resultant of external
forces and µ the fluid’s viscosity.

Equation (1) is known as equation of motion and states that changes
in the linear momentum must be equal to the sum of all forces acting
in the system. The convective term v.∇v represents the rate of
change of the velocity field in a fluid element while it moves from
one position to another. The convective term is null in Lagrangian
methods since the particles used on the fluid discretization follows
the flow.

Equation (2) is known as continuity or mass conservation equation
and states that in the absence of sinks and sources the amount of
mass in the system must be constant. For particle based methods
this equation is unnecessary since each particle carries a constant
quantity of mass [Müller et al. 2003].

In this paper, the Navier-Stokes equations are solved using the SPH
method that was introduced by Lucy [Lucy 1977] and Gingold
and Monaghan [Gingold and Monaghan 1977] to perform simula-
tions of astrophysical problems. The SPH is a meshless Lagrangian
method that evaluates (anywhere in space) the field quantities de-
fined only at discrete set of particles using a compact support, radial
and symmetrical smoothing kernel [Monaghan 1992].

The evaluation of a continuous scalar field A(x) is achieved by
calculating a weighted summation of contributions for all particles
i ∈ [1...N ], with position xi, mass mi and additional attributes Ai

using

A(x) =
∑
j

mj
Aj

ρj
W (r, h), (3)

where ρi is the density of particle i, r = x − xj and W (r, h) is
the smoothing kernel. To compute the density ρi of a particle i, we
rewrite equation (3) as follows:

ρi = ρ(xi) =
∑
j

mjW (r, h). (4)

The kernel function W (r, h) must have compact support, i.e.∫
W (r, h)dr = 1 andW (r, h) = 0 for |r| > h. According to [Liu

and Liu 2003], the value of h must be chosen in order to maintain
the number of neighbors inside a particle support approximately 5,
21 and 27 in one, two and three dimensions, respectively.

The gradient and Laplacian of a smoothed attribute function A(x)
is the gradient and Laplacian of the kernel function:

5A(x) =
∑
j

mj
Aj

ρj
5W (r, h), (5)

52A(x) =
∑
j

mj
Aj

ρj
52 W (r, h). (6)

In SPH, the pressure field is computed using an equation of state
that is a modification from the ideal gas law, as suggested by Des-
brun [Desbrun and paule Gascuel 1996]

pi = k(ρi − ρ0), (7)

where k is the stiffness constant of the fluid and ρ0 is its rest density.
Finally, the acceleration of particle i is computed as the sum of
pressure, viscosity and external forces, being the last one the sum
of rigid body interaction and gravitational forces.

In this work, as advised by [Müller et al. 2003], three smoothing
kernels are used. For the density, the smoothing function used is

W (r, h) =
315

64πh9

{
(h2 − r2)3 0 ≤ r ≤ h
0 otherwise (8)
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where r represents the vector r magnitude.

Using this function for pressure force calculation tends to a group-
ing particles behavior [Müller et al. 2003]. In order to avoid this
problem, this work uses the smoothing function

W pressure(r, h) =
15

πh6

{
(h − r)3 0 ≤ r ≤ h
0 otherwise. (9)

Finally, the smoothing function used for viscosity calculation is

W viscosity(r, h) =
15

2πh3

{
−r3

2h3 + r2

h2 + h
2r
− 1 0 ≤ r ≤ h

0 otherwise.
(10)

as equation 8 leads to small instabilities.

4 Fluid computation

Fluid simulation using the SPH approach requires the execution of
some ordered tasks as presented in Figure 2. In this section, we
describe the most important aspects of some tasks, absent the parti-
cle’s structuring, which is not an intrinsic task for fluid processing
and will be explained later.

Fluid	  Simula*on	  

Par*cle’s	  
Structuring	  

Density	  
Processing	  

Internal	  Forces	  
Processing	  

External	  Forces	  
Processing	  

Integra*on	  

Figure 2: Necessary stages for performing fluid simulation.

4.1 Forces calculation

During fluid and rigid body simulation, external forces coming
from collision as well as the ones caused by gravity are computed.
Also, two-way coupling between rigid body and fluid are only com-
puted for the rigid body’s particles that had collided in the broad
phase step, allowing the fluid to continue its own processing when
no collision occurs.

These forces are calculated using the discrete elements method
(DEM), which is used for simulating granular materials [Mishra
2003] like sands. The repulsive force fij , acting on particle i
through interaction with particle j is computed using a spring force
fi,s

fi,s = −k(trad − |rij |)
rij
|rij |

, (11)

and a damping force fi,d

fi,d = ηvij , (12)

where k is the spring coefficient, η is the damping coefficient, rij ,
vij and trad represents the relative distance, relative velocity and i
and j each particle radius sum, respectively.

4.2 Boundary conditions

Boundary conditions are performed in this paper using repulsive
forces, which are added to particles, in order to push them away
from the boundary. Although this problem can be solved by oth-
ers methods, such as simply do a naive reflection of the particles’s
velocity, this solution presents a more stability simulation.

Müller et al [Müller et al. 2003] just implements collision with
the particles position directly. In this case, when particles collides
with a boundary, they are simply pushed away from the object and
the velocity component that is perpendicular to the boundary is re-
flected.

On the other hand, Harada et al. [Harada et al. 2007] just implement
collision by affecting the pressure and density of particles. This
way, the pressure correction will essentially push away particles
from the boundary surface.

The repulsion force used in this paper, is described by Amada
[Amada 2006] and is solved by Equation 13

frepulsive
i =

{
Ksd− ((vi · n)Kd) d > ε

0 otherwise
(13)

where d is the particle distance to boundary, ε is the collision accu-
racy, vi is the velocity of particle i, n is the surface normal of the
wall, Kstiff is a stiffness parameter and Kdamp is a dampening
parameter. As it is possible to see, this force acts as a spring, as the
more a particle penetrates a boundary, more it is pushed away from
the boundary, as is possible to see in Figure 3.

Figure 3: Particles next to the boundary are pushed away through
a repulsive force.

4.3 Integration

After forces are computed for each particle, it is necessary to inte-
grate them to compute the acceleration, velocity and, finally the po-
sition. Integration in this paper uses the explicit Eulerian approach.
In this case, the internal and external forces previously computed
are integrated for each particle, and its velocity and position varia-
tion is calculated.

5 Acceleration structure

Fluid is represented using a collection of particles that interact with
each other using the SPH model. This interaction needs to be per-
formed frequently for fluid simulation, as each particle needs to find
its neighborhood particles for calculating variables such as pressure
and density, according to the SPH method.

This operation has complexity of O(n2) for a collection of n parti-
cles using a brute force method, being an expensive operation, even
for a small set of them. To avoid this time complexity, this pa-
per employs an acceleration structure based on hash tables [Harris
2005] for locating nearby particles, which also allows the usage of
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an unbounded world. This acceleration structure requires a prede-
fined number of slots, called buckets. Each of these buckets has
two variables, indicating the starting and ending offset in the array
containing the index for a particle, as shown in Figure 4 for an eight
bucket hash grid. A bucket that does not have any particle is set with
a special flag, to avoid its wrong computation during simulation.

Figure 4: Process of generating an acceleration data structure
based on a hash table.

Before the hash table processing, a preliminary operation produces
a hash key for each particle by using the absolute position of the par-
ticle through the use of the algorithm proposed by Teschner et al.
[Teschner et al. 2003]. This algorithm receives p1, p2 and p3, which
are the greatest prime number used to minimize hash key conflicts
(chosen in our tests as 73856093, 19349663 and 83492791, respec-
tively). It also receives the parameter cell size, that represents the
imaginary grid’s cell size.

We introduced a new parameter in the proposed algorithm in or-
der to avoid an observed problem. Following the original algorithm
the same hash key is produced for particles located at symmetri-
cal positions in the world, causing unnecessary data processing. In
our proposal a new parameter named world limits is included in the
hash key generation formula. It represents the world’s bounding
box, calculated at each time step. The algorithm with our modifica-
tions is presented in Algorithm 1.

Algorithm 1: Algorithm for hash key genenation.
Input: float3 pos, float3 cell size, int num buckets, float3

world limits
Output: unsigned int hash code
int x← (int) ((pos.x + world limits.x) / cell size.x);
int y← (int) ((pos.y + world limits.y) / cell size.y);
int z← (int) ((pos.z + world limits.z) / cell size.z);
hash code← ((x * p1) xor (y * p2) xor (z * p3)) mod
num buckets;

Following, after each particle’s hash key calculation, it is necessary
to sort these particles based on its calculated hash key. This opera-
tion is done in GPU by using the radix sort algorithm [Huang et al.
2009], presented in CUDPP library 1. This way, using a imaginary
cell size equals the kernel radius Kr , only 27 buckets are processed
during fluid’s particle processing (three grid cells in each dimen-
sion).

6 Multiples GPUs architecture

According to SPH model, it is required for each particle in a cell to
know its neighbor in order to process pressure and forces [Müller

1Available at http://gpgpu.org/developer/cudpp

et al. 2003]. This fact leads to a dependency between them, as
presented in Figure 5.

Figure 5: Particles’ data dependency located in different cells.

The first strategy to allows more than one GPU to process fluid’s
particles is to split up the domain among the available GPUs, being
particles located in the border processed differently from the ones
located inside the grid. In this case, particles that are not in the edge
of the grid can be processed normally, as all its dependency data is
available on the same GPU. On the other hand, particles that are
located in the edge cannot be processed, as half of its dependency
data are located on another GPU’s memory. Figure 6 shows this
technique for 2 GPUs in a host. For the cases where GPUs are dis-
tributed over nodes in a network, this data can be transferred using
NVidia GPU Compute Direct with CUDA language [Corporation
2012], which enables peer GPU to GPU memory communication
over a network. For local GPUs, this data can be shared using Per
to Per (P2P) communication, which enables a single view of the
whole GPU’s memory in the host.

Figure 6: Simulation domain distributed over 2 GPUs. Particles
located at yellow cells need to be transferred between them before
its computation, while particles at blue cells can be processed in-
dependently.

Processing fluid’s particles using a set of GPUs located at indepen-
dent nodes in a network is done by a collection of ordered tasks,
according to Algorithm 2. Some of the tasks that needs to be per-
formed require more computational effort than others, as presented
in Figure 7, which shows the distribution of time over all tasks that
need to be performed for fluid simulation. In order to avoid the
complexity of the code for minor performance, in a first attempt,
only fluid’s tasks that requires more computational effort are dis-
tributed among various GPUs.

As can be seen in Figure 2, the first task that needs to be done is
called particle’s structuring. Mainly this task calculates a hash
code for each particle in order to group them in the same cell. This
task is performed by only one GPU, as concurrency data writing is
needed. It is important to state that this task is not an intrinsic part
of fluid processing, used here only to avoid de O(n2) complexity.
Additionally, beside this task, all subsequent computations are done
in parallel by available GPUs.

For all subsequent tasks, processing particles requires data access to
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Figure 7: Time distribution for fluid’s tasks.

Algorithm 2: Algorithm describing the high level steps during fluid
simulation for various GPUs.
Input: particles, num gpus
particle structuring(GPU master);
synchronize();
amount particles per gpu = particles / num gpus;
for availabe GPU do

share-data(edge-position-particles);
calculate-density(inner-particles);

end
synchronize();
for availabe GPU do

calculate-density(edge-particles);
calculate-forces(inner-particles);
integrate(inner-particles);
share-data(edge-density-particles);

end
synchronize();
for availabe GPU do

calculate-forces(edge-particles);
integrate(edge-particles);
share-data(all-particles-positions);

end
synchronize();

all neighborhood particles inside the kernel radius, such as position,
velocity and density. To allow data sharing, they are done by a
collection of synchronized steps, according to Figure 8.

In the first step, after particles have been grouped, the main GPU,
which stores all the particles in the simulation, starts to divide,
equally, all of them among the available GPUs and starts sending
their respectives data for processing. As long as all GPUs receives
its data, immediately it starts a kernel to perform the calculation of
all the particle’s properties, such as force and velocity, as explained
in Section 4. During this calculation, it is important to notice that
only particles that are not in the grid’s edge can be processed, as
data in the grid’s edge are not yet available. In parallel, each GPU
in the node starts sending particles located at its edge to it’s neigh-
borhood GPU. This information is made available for each GPU by
the master GPU, the ones who manages all tasks performed by each
GPU.

After the end of the previous step, each GPU is responsible to check
if all required information is available. In this case, after finishing

the previous step, each GPU starts the second step. In this second
step, particles located in the edges are processed, using the same
tasks that were performed in the particles in the previous step.

Finally, in the integration task, new velocities and position are cal-
culated for all particles and sent back to master GPU. It is important
to notice that, absent for the integration task, all the other one do not
need to synchronize, allowing the GPU to stay busy all the time.

In the first version, our approach are able to deal with GPUs lo-
cated on the same machine, using the P2P communication among
the GPUs. Even with this restriction, our architecture leads to a bet-
ter speedup, as communication with CPU memory is avoided. For
future versions, we will allows fluid simulation to be performed
over various GPUs located in different hosts over the network.

7 Results

This section presents the results obtained from our multiple GPU ar-
chitecture for fluid simulation. For these tests, a PC equipped with
an Intel Core i7 using 32 GB of RAM and two NVidia GeForce 580
GTX with 1 GB DDRAM was employed. Simulations tests with
different configuration were performed. Fluid rendering is done in
screen space through applying a bilateral filter in sphere’s normals.

First, Table 1 shows the simulation of fluid made using both a single
GPU and our multi GPU architecture and its graph in Figure 9.
The column labeled FPS represents the frames per second which
measure the time necessary to update and render the simulation,
while the time represents the milliseconds spend for rendering a
frame. Speedup is measured by the relation of columnX1 over Y 2.

Table 1: Results of fluid simulation using both a single GPU and
our multi GPU architecture.

Single GPU Multi GPU
Particles FPS1 Time FPS2 Time Speedup
32,000 260 3.84 310 3.22 1.19
64,000 151 6.62 205 4.87 1.35
96,000 105 9.52 180 5.55 1.71

128,000 80 12.50 130 7.69 1.62
256,000 41 24.39 55 18.18 1.34
512,000 15 55.66 23 43.47 1.53

1,024,000 5 200.00 9 4 1.8

According to the presented result, it is possible to see that using
more than one GPU has increased the overall performance of the
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Figure 8: Fluid tasks distribution over our multi GPU architecture.

fluid simulation. In this case, growing the number of available
GPUs decreases the time to perform this simulation, allowing more
particles to be used in order to grow up the realism of the simu-
lated fluid. Figure 10 a simulation screen is shown using a total of
512,000 particles.

8 Conclusions and future works

Our proposed simulation using a multi GPU architecture reached a
speedup of almost twice the implementations of the most recent full
GPU based approaches, allowing the simulation of more complex
fluid’s behavior in real time games and other kinds of simulation.
The main acceleration factor comes from the fact that many com-
plex and time consuming tasks can be split up among a collection
of GPUs during the simulation processing. Additionally, it is im-
portant to notice that the same approach can be applied for a set of
correlated problems, such as biological molecules simulation.

According to the results presented, the proposed architecture is be-
ing extended in order to enable the use Dynamic Parallelism of the
newest Kepler GPUs architecture, which allows dispatch of CUDA
kernel inside the kernel being processed. This way, we can avoid
spend time processing empty cells during the simulation.

Additionally, due to the capacity of GPUs, an architecture that

sends data for processing according to each device capability would
be very beneficial for the whole simulation. This way, less fluid’s
particles are sent for GPUs with less capability, avoiding possible
bottlenecks.

Rendering techniques allowing implicit surface reconstruction and
shading are also being studied in order to allows its fully usage in
the game industry.
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