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Abstract—Extended Reality as a consolidated game platform
was always a dream for both final consumers and game pro-
ducers. If for one side this technology had enchanted and called
the attention due its possibilities, for other side many challenges
and difficulties had delayed its proliferation and massification.
This paper intends to rise and discuss aspects and considerations
related to these challenges and solutions. We try to bring the
most relevant research topics and try to guess how XR games
should look in the near future. We divide the challenges into 7
topics, based on extensive literature reviews: Cybersickness, User
Experience, Displays, Rendering, Movements, Body Tracking and
External World Information.

Index Terms—Extended Reality, Virtual Reality, Digital Enter-
tainment, Head-mounted Displays, UX

I. INTRODUCTION

Extended Reality (XR) platform can be considered as an
increment of Virtual Reality in relation to immersion and
interaction aspects. While VR platforms are mostly dedicated
to visual issues and AR uses real scenes as the main stage,
XR includes more external elements and senses, such as
movements, tactile, haptics and the usage of the real environ-
ment as the application stage [1]. According to the Milgram
Continuum, the virtual immersion is a result that comes not
only from accurate visual aspects, but mostly from a precise
combination of all human senses, orchestrated in such a way
that all of them enhances each other. While many progresses
had been achieved in graphics, audio, tracking and interfaces
issues, there are still many remaining challenges, mostly
related to a correct combination on adaption to recent XR
hardware devices. In this paper we propose a division of areas
for these challenges. We believe that for a real consolidation
for games within this platform it is necessary to have robust
solutions in each field. We divide the challenges into 7 topics:

Cybersickness (CS), user experience and design guidelines,
Display and Fovea, Image quality and rendering, movements
and redirect walking, body tracking and finally External world
information and acquisition.

II. CYBERSICKNESS

Motion sickness (MS) is defined as the discomfort felt
during a forced visual movement (without body movement),
which typically happens in airplane trips, boats, or land vehi-
cles. Such discomfort is also experienced in virtual environ-
ments and is called VIMS (Visually Induced Motion Sickness).
MS can be split into two subcategories [2]: transportation
sickness, which is tied to the real world and simulator sickness,
which is associated to the virtual world and includes CS, as
shown in Fig. 1. XR environments that use head-mounted
displays (HMDs) are strongly related to common indications
of discomfort [3]. Among the potential causes, CS deserves
special attention as it is the most common and is usually
associated to long exposures to HMDs. Additionally, more
than 60% of HMDs usability problems are considerably related
to discomfort [3]. The most persistent symptoms caused by CS
are general discomfort, headache, stomach awareness, nausea,
vomiting, sweating, fatigue, drowsiness, disorientation, and
apathy [4]. These symptoms influence the user experience and
impact the profit and coverage of XR game manufacturing. In
addition, discomfort symptoms can vary over people, where
some individuals are more susceptible than others. Several
studies have been conducted using deep learning models
to predict and mitigate CS, such as convolutional neural
network (CNNs) and recurrent neural networks (RNNs) [5],
[6]. Although deep learning classifiers are the most suitable
approach for CS prediction, deep neural networks are black
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boxes that are very difficult to grasp. In contrast, a recent
approach apply techniques to make deep learning models
explainable [7], although the literature is still scarce in the
topic. Furthermore, symbolic machine learning algorithms
enable a straight understanding of decision paths [8]. Another
critical problem in CS researching is associated with data
labeling. In general, researchers collect verbal, haptic, or brain
signal feedback to construct the ground truth of sickness.
While verbal feedback is highly subjective and different from
each participant, collecting haptic feedback when participants
are under discomfort can often be corrupted by the delay
associated with participant feedback. A straightforward chal-
lenge is related to gender differences tied to XR tasks. Some
works [9], [10] pointed out that specific tasks can produce
different results of CS for different user-profiles and groups.
Overcoming these issues will help designers to produce better
XR content and improves the user experience and retain users
for longer XR exposures.

Fig. 1. Motion sickness and its subcategories according to environments and
trigger mechanisms.

III. USER EXPERIENCE

Since XR is a new technology and there are many people
experiencing it for the first time, it is important that XR
designers make their experiences as intuitive and memorable
as possible. The game UX accounts for the whole experience
players have with a game, from first hearing about it to
navigating menus and progressing in the game. The question
is: How to make a better game user experience (UX)? Celia
Hodent [11] says UX is about understanding the gamer’s brain:
understanding human capabilities and limitations to anticipate
how a game will be perceived, the emotions it will elicit, how
players will interact with it, and how engaging the experience
will be. As Celia said we believe that UX and cognitive
and behavioral psychology can provide very concrete and
easy-to-use guidelines to anticipate and even solve design
problems. Additionally, techniques from HCI domain such
as users interviews, surveys, usability heuristics, analysis of
physiological signals, wizardOz [12], among others, need to
be properly studied and applied to understand and evaluate the
whole UX in the XR context of usage.

IV. DISPLAYS, FOVEATED RENDERING

The advent of wider Field of View and higher resolutions
HMDs have amplified shading complexities [13]. These fea-
tures bring a computing power bottleneck, requiring some sort
of optimization for keeping target frame rates. Knowing that

the human eye has a non regular distribution of cones and
rods, some studies have suggested to create non regular pixel
distribution (Foveated Rendering). While it is already being
explored by rendering engines, there still many challenges for
optimizing and customizing it. Foveated Rendering technique
exploits human visual system to render the best resolution
possible only where the user looks, as in Fig. 2. According
to Swafford et al. [14], since the human eye perceives more
detail at the center of vision, this uniformity in resolution,
regardless of user focus, is a waste of valuable resources such
as computing power.

Fig. 2. Foveated Rendering Simulation. Source: [15]

Besides finding a correct balance for the foveated areas,
there are still many challenges, such as understanding how
this impacts human perception, color distortions and dynamic
factors according with the game scene (games with constant
colors in large areas naturally requires less pixels to be
rendered and enhances the foveated optimizations). It is also
important to create robust factors for measuring and better
calibrating rendering parameters. Finally, we believe that this
concept can also be transposed for different refresh rates for
each foveated area, taking into consideration that rods are more
dense at the peripheral human vision area.

V. IMAGE QUALITY AND RENDERING

Fig. 3. Path traced image in dual screens using foveation, before denoiser.

Path tracing achieves a higher degree of realism due to the
global illumination effects, with a Monte Carlo integration
method. Still, it is computationally costly to render a 3D scene
at an HMD’s resolution. In 2018, with the RTX architecture,
access to GPUs capable of optimizing the intersection calcu-
lation of a ray with a polygon and thus accelerating realistic
rendering became available. With this, some areas of research
have been reignited. One of them is the use and optimization
of path tracing or hybrid rendering (with rasterization and path
tracing) algorithms for virtual reality devices such as HMDs,
although they remain changeable. By using the properties of
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vision such as the concentration of cone distribution in the
fovea and devices that allow tracking of the user’s gaze, we
can avoid rendering parts of the screen with such sharp details
or rendering at a reduced spatial sampling frequency. Previous
studies have experimented with users to define what an optimal
distribution would be, with probabilistic selection of which
pixels will be selected by rays, thus decreasing the amount of
traced rays and optimizing the algorithm [16]. Similarly, other
studies use a fixed texture for ray selection. Reconstruction
algorithms called denoisers, which are already commonly used
in path tracing rendering, are even more relevant with the fovea
distributions, as in Fig.3. The few works with approaches in
this regard try to adapt reconstruction to be compatible with
log-polar space rendering.

VI. MOVEMENTS AND REDIRECT WALKING

Moving is another form people unconsciously and continu-
ously interact with their surroundings, and developers invented
several techniques to move in XR. The problem with this
kind of interaction is that while developers can create infinite
worlds, users play in confined spaces. Hence, the locomotion,
made in real life, can’t be mimicked in the virtual world. The
literature indicates a growing search to solve this issue [17].

One solution that has the purpose of creating, in the user, the
feeling of mimicking his movement by misleading his senses
is Redirect Walking [18], which is based on tricking the user’s
perception and make him feel that is walking forward, but in
reality, he is walking in a curved path. The main problem with
this is how to shift the virtual environment without triggering
the user’s perception, which can cause cybersickness and break
the immersion. Instead of only divert the player’s movement
or turn the whole scenery, researchers are using devices, tools,
and methods to improve Redirect Walking. Methods such as
pointed by Sun et al. [19] recognizes when there are saccade
movement of the eye and shifts the scene at the same time.
Redirect Walking is the least used method of movement in
VR applications mainly because of the necessity of bigger
spaces to fully reach its potential of making the user unaware
of the reorientation of his movement [?]. Matsumoto et al.
[20] measured exprimented that a circular arc of 22m is
necessary to avoid perception, but [21] managed to constrain
the movements to an area of 6m x 6m.

VII. BODY TRACKING

XR games must provide users with an immersive experience
with a sense of presence and satisfying natural interaction.
Body tracking allows reconstruction of the body movement
needed to achieve a satisfying natural interaction [22], es-
pecially in multiplayerames [23], enabling users to observe
other players’ movements. A virtual body is crucial for a
good level of immersion, and when the user identifies himself
with this virtual body, we can see the feeling of presence
[24]. Although there are many important works related to
the subject [25], most are related to showing only floating
hands or VR controllers, due to the lack of movement data.
In the application domain, XR in Games, vision-based body

tracking remains a challenge because of the sudden change
in object motion, cluttered background, partial occlusion, and
camera motion. The hands are the most used body parts in
XR in games, as they provide a robust form of interaction.
Vision-based hand-tracking is a topic of interest of several
researchers. Most work on hands-tracking focuses on the use
of depth cameras [26] or RGB [12]. Depth-based approaches
present results that are superior to RGB-based approaches.
A depth camera provides hand geometry in terms of a 2.5D
point cloud, and the model-based approaches can reliably fit a
hand mesh to the reconstructed point cloud [26]. Using hand
tracking input with mobile technology is a problem mainly due
to the high energy consumption. Han et al. [27] present a real-
time tracking system that uses four egocentric monochrome
fisheye cameras to produce 3D hand pose estimates and run not
only on PC but also on mobile processors (Fig.4). The system
presents failures in hand-hand and hand-object interactions
showing that grasping objects and training data generation are
still open issues in mobile hand tracking interactions.

Fig. 4. A real-time hand-tracking system using four monochrome cameras
mounted on a VR headset. Source: [27]

VIII. EXTERNAL WORLD INFORMATION

Acquiring and processing the external world information
is an essential and challenging aspect of XR applications.
Real-world data acquisition for XR applications comes from
different sources such as motion sensors, cameras, depth
sensors, and other hardware. Aggregating and incorporating
this data into meaningful information for XR games is not a
trivial task.

Fig. 5. Left: rendering of XR scene with inconsistent lighting. Right:
relighting of XR scene with consistent environment lighting.

Considering the visual features of XR applications, one
crucial aspect is the consistent appearance between virtual
and real-world objects. One of the main characteristics that
drive the consistent appearance is the lighting between virtual
and real-world objects. One possible approach to solve this
problem is the relighting of real-world objects into a specific
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lighting setting [28]. However, relighting the entire scene is
still an open challenge. Another possible approach is the
relighting of virtual objects (Fig. 5) into a lighting setting
that matches the environment lighting [29]. Both of those
approaches require the estimation of environmental lighting
from the external world. Usually, all the lighting information
is estimated from images of the environment, captured in
real-time, thus posing as a computer vision problem. With
the advances in deep learning, those methods are able to
estimate the lighting information and provide a way to improve
the XR experience regarding visual fidelity. Extracting and
estimating external world information is still considered a
difficult task. Developments regarding the representation of the
information, including the recent advancements in computer
vision methods, can dramatically improve XR environments
by allowing new forms of interaction between the virtual and
the real world.

IX. CONCLUSION

Extended Reality as a game platform has an incredible
potential, due its high immersive conditions. However, it is
a totally new computational and ubiquitous environment and
brings many challenges and problems, some of them not triv-
ial. In this workshop we categorize these issues in 7 different
topics, although there can be many others. This classification
is not exhaustive and there are many other aspects that could
also be included, such as audio, new interface devices and
collaborative environments.
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